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CHARACTERIZATION OF THE THESIS

Actuality of the subject. Recent developments in wireless communication and embedded computing
technologies have led to the advent of wireless sensor network technology. Hundreds of thousands of
these micro sensors can be deployed in many areas including health, environment and battlefield in order
to monitor the domain with desired level of accuracy. When wireless sensors are deployed in an area, the
lifetime of the network should last as long as possible according to the original amount of energy.
Therefore, reducing energy consumption in WSNs is of primary concern. Wireless sensors generally
consist of three main part, communication subsystem, processing subsystem and sensing subsystem,
normally communication subsystem consume most of energy of a typical sensor this is as much energy
that we can neglect the processing energy consumption. Energy consumption of the sensing subsystem
depends on specific sensor type. Usually it's also much less than communication subsystem. Therefore in
energy conservation scheme we generally consider only communication and sensing subsystem and
neglect the processing subsystem. We can categorize energy conservation schemes in three main
category, duty-cycling, data-driven approaches and mobility management. In duty-cycling we consider
different approach to minimize communication subsystem energy consumption; in data-driven approach
we consider ways to minimize sensing subsystem energy consumption such as data aggregation or energy
efficient data acquisition. While the nodes are mobile, or we have some mobile nodes among sensors, we
can use some mobility management techniques to reduce power consumption. In this thesis, we focus on
duty-cycling; duty-cycling is divided to two main categories which are topology control and power
management. Topology control is referred to using node redundancy for sensing or communication
subsystem when we have more node than sufficient, to achieve desired level of connectivity or coverage
in the network. Some of the work in the area of topology control has considered only connectivity of the
network in the other hand some of them considered only coverage of the network and some considered
both coverage and connectivity into account, some of these algorithm are centralized algorithm, and some
are distributed. Centralized algorithm is a type of network protocol when all nodes data are gathered in a
main node and node sleep scheduling is decided in this main node, then the schedules are send to the
network nodes; in the other hand in distributed protocol each node decide by itself to remain active or
not, or in some cases nodes sleep scheduling is done by local cluster heads. In this thesis, our focus is the
coverage problem that occurs as the result of random and dense deployment of sensor nodes. The
coverage problem indicates a disorganized placement of sensor nodes with plenty of sensing redundancy.
It challenges the wireless sensor network in terms of energy and sensing efficiency. We have proposed a
node scheduling solution that solves the coverage and connectivity problem in sensor networks in
integrated manner. In this way, we divide network life time to some specified number of rounds and in
each round we generate a coverage bitmap of sensors of the domain and based on this bitmap it will be
decided which sensors remain active or go to sleep. We check the connection of the graph by using
Laplacian of adjacency graph of active nodes in each round. Also by using Minkowski technique in
generation of coverage bitmap, the network will be capable of producing desired percentage of coverage.
We define the connected coverage problem as an optimization problem, which is NP-compete, and
therefore, we seek a solution for the problem by GA Heuristic optimization methods in centralized
fashion.




Objectives of the work are.

The main goals of this thesis are:

[ Increasing life time of the sensor networks by an integrated coverage and connectivity topology
control.

[J  Producing desired percentage of coverage over monitoring area to increase network life time.

1 Increasing robustness of sensor network node failure.

The presented statements are:

[J  The Genetic Algorithm heuristic optimization method to solve the optimization problem at
hand.

[J  We have used property of adjacency graph of the network to ensure connectivity.

[]  We have devised a method based on bitmap image of covered area of each sensor to estimate
the percentage of covered domain by using Minkowski technique.

[]  We have used C++ language, LAPACK, BLAS, Armadillo and Genetic Algorithm Utility
Library (GAUL) Packages and also MATLAB at some part to implement the presented
algorithm.

Obijective of the research.

To reach the specified goals, following tasks could be solved:

] Presenting node scheduling mechanism as constraint optimization problem.

] Devising a mechanism to identify percentage of domain which is covered by active sensors.
Devising a mechanism to ensure the connectivity of the network.

Methods of research.

The methods and research used in the investigation are as follows:

First we have presented a formal representation of the problem as an optimization problem then we have
solved this problem by Genetic Algorithm Heuristic method. The methods and resources used in the
investigation are as follows: We have used Genetic Algorithm heuristic optimization method to solve the
optimization problem at hand. We have used property of adjacency graph of the network to ensure
connectivity. We have devised a method based on bitmap image of covered area of each sensor to estimate
the percentage of covered domain. We have used C++ language, LAPACK, BLAS, Armadillo and
Genetic Algorithm Utility Library (GAUL) Packages and also MATLAB at some part to implement the
presented algorithm.

Scientific novelty

The novelties of this thesis are:
[J  The node-scheduling algorithm presented in this thesis ensures coverage and connectivity of
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the sensor network in an integrated fashion.
[J  We have not found any record of using properties of adjacency graph of the sensor network
for checking connectivity of the network in the literature.
[J  We have presented a novel idea based on Minkowski technique in generating a bitmap image
of covered area for estimating desired percentage of coverage over monitoring domain.
Many researchers estimate connectivity of the network based on coverage to offer integrated
coverage and connectivity, therefore there is a limitation on ratio of sensing radius to
communication radius of sensors; we have released such limitation in our new method.

Practical significance

The significant points for practices are:

] When wireless sensors are deployed in an area, there is usually no access to sensors to maintain
or recharge, therefore the lifetime of the network should last as long as possible.

[J  Many researchers estimate connectivity of the network based on coverage to offer integrated
coverage and connectivity therefore there is a limitation on ratio of sensing radius to
communication radius of sensors; we have released such limitation in our new method.

[J  We have tried to find the maximum possible lifetime of the network by presenting this problem
as a constraint optimization problem.

Practical implementation. We have studied most of the related work in this area and also different sleep
scheduling techniques, further, we have implemented two of famous methods of providing Coverage and
Connectivity, CCP and SPAN, CCP is distributed algorithm which capable of providing desired level of
K,-coverage and SPAN is also distributed algorithm which is capable of providing desired level of K-
connectivity. We have simulated some networks of small, medium and large sizes and we have tried to
find optimum node scheduling pattern to optimize network lifetime. Our centralized algorithm has been
implemented with GA-Toolbox in MATLAB. For large size network we have developed a C++ code
which uses Armadillo package (which itself internally uses LAPACK and BLAS) for eigenvalue
computation and Genetic Algorithm Utility Library (GAUL) for optimization.

The following topics are presented to defense the thesis: Introduction; Methodology; Problem
Definition; Coverage constraint; Connectivity constraint; Energy constraint; Implemented Algorithm;
Postulation; Simulation Results.

Approbation of the thesis. The main results of the thesis have been presented and discussed at:

» International conference on Future Networks 7 to 9 March 2009 Bangkok, Thailand
2009(IEEE),

» International Conference of Computational Intelligence and Intelligent Systems Proceedings of
the World Congress on Engineering 2009, WCE 2009, July 1 - 3, 2009, London, U.K.(IEEE),

» 3rd International Conference on Computational Intelligence-Modeling & Simulation,
CIMSim2011 - Langkawi / Malaysia (IEEE),


http://www.ourglocal.com/?c=28%2C1%2Cmy%2CLangkawi
http://www.ourglocal.com/?c=15%2Cmy

»  Scientific seminar of Institute for Informatics and Automation Problems, National Academy of
Science, July 12,2012,Yerevan, Armenia.

Publications. Five scientific articles are published on the materials and result of the thesis; the list is
presented at the end of the abstract.

The structure and volume of the work. Material results of this thesis which includes 132 pages, 13
tables and also 31 figures, were published in 5 scientific publications and were reported in IEEE 2011,
institute seminar and Azad Abhar University 2011, Sama University 2011 and Elmikarbordi University
workshop 2011.

CONTENTS OF RESEARCH

Introduction, which describes the actuality of the subject, objectives of the work, scientific
novelty and practical significance of the work as well as the information about the practical
implementation of the results.

Chapter 1 is dedicated to an overview of Introduction, Related Works, Problem Definition. It
consists of 5 sections.
Section 1-1 gives an overview about different type of sensor networks taxonomy and
requirements of sensor networks identifiers, sensor networks technologies, sensor networks operational
mode and sensor networks applications.

Section 1-2 In this section, we reviewed main relevant research paper considering topology
control and we Presented pros and cons of each method. And then in the same context, we proposed a
PhD subject aiming at studying sleep scheduling topology control techniques to maximize the wireless
sensor network lifetime, desired level of coverage (Ks-coverage) and connectivity (K-connectivity) will
be considered in our work. The goal is to devise a technique to have a distributed optimal or sub-optimal
algorithm. Also we took power management technique into account and we studied the effect of this
feature on our algorithm. Finally, we evaluated the performance of this approach and compared it with
existing ones.

Section 1-3 In this section, we defined our problem and we gave a formal representation of
problem that should be solved so that the connected-cover problem as an optimization problem, which
should be solved in centralized fashion, subjected to following type constraints (details are given below):

VP € A Yes,0:(p) 2 Ks & G = (S, E,) is K -Connected

Additionally to be operational, the network requires that:
VS; € S,3S; € S such that d(S;,S;) <R..
We assume that all active nodes participate in routing therefore:

Sa=8s=8c, Zp=1Xue + (A = Xy)y)tre < Ey,
where e energy consumption of node in watt is, E; is total energy of node i, and vy is ratio of energy
consumption of a node in sleep mode to energy consumption of node in active mode.

Summary of chapter 1 is given in section 1-4 and Bibliography of chapterl is given in section 1-5
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Chapter 2 consists of introducing some aspects of graph theory, which is useful in evaluating the
connection of the sensor networks. Summary of chapter2 is given in section 2-9 and Bibliography of
chapter2 is given in section 2-10

Chapter 3 consists of some attributes of Numeric Computation used in this thesis such as:

LAPACK and BLAS | Armadillo (C++ library) |
Summary of chapter3 is given in section 3-3 and Bibliography of chapter3 is given in section 3-4

Chapter 4: Our methodology is presented to tackle connected cover problem in sensor
networks, we presented the problem as a constrained optimization problem, also we introduced each of
problem constrains in mathematical form next we showed how to solve this optimization problem. The
method we presented here is straightforward and it can be solved by any general optimization method.
We have decided to use Genetic Algorithm as optimization method, and we have used one of publicly
available tools for this purpose.

In section 4-1 we assumed a set of sensors S = {s4, S5, ..., Si, -, Sn} in @ 2D plane and a target
area A (basically supposed to be convex), and further assume that each sensor s; is located at
position (x;,y;) , and has sensing radius R (the same for all sensors) therefore s; can detect events located
at maximum distance R; to it (we have assumed a binary disk model for sensing) and so the S can cover
or partial cover the target plane area A. We make no assumption regarding the ratio of sensing radius Ry
to Communication (transmission) radius R, that reflects the radio power of a sensor node. A particular
point p in area A is said to be covered by s; if it's within sensing range a; of s;, Euclidean distance
d(p, (xi,¥i)) < Rs. Given an integer K, a point p is said to be Kg-covered if it covered at least by K
sensors. The sensor network Sg €S is said to be Kg-covered if all points in area A are Kg-covered. If we
define a membership function &;(p) such that &;(p) =0 if p € a; and 8;(p) =1 if p € a; we can represent
K,-covered sensor network by condition:

Vp €A, Zsiess 8;(p) = K.

We define communication graph G. = (S, E.) of network Sg,S., A, where S, is the set of sensors
participating in routing and E.. is the set of edges such that an edge exists between any two nodes of S, -
when they can communicate with each other. The degree of node u € S, is defined as the number of its
one-hop neighbors. The graph G, is said to be K.-connected if for any pair of nodes in S, there exist at
least K. mutually node -disjoint paths connecting them.

K -Connected, Ks-Covered sensor network ((K.-Ks)-CC): For set of sensors S and area A with sensing
sensor set Sg and routing sensor set S, where each sensor s; has coverage area a; and connection is
symmetric (2 side), the sensing field/network is said pre-(K.-Ks)-CC if A is Ks-covered by Sg and G, is
K.-connected.Consider a particular set Sg of active sensor nodes and the set S, of coordinator nodes,
therefore S; €S, and let S, € S, and then area A is (K.-K,)-CC if: VD € A Yges, 8i(p) = K
& G = (S., E,) is K-Connected.

Additionally to be operational, the network requires that: Vs; € Sg3s; € S such that d(si,sj) <R..



To simplify the problem at hand we assume that all active nodes participate in routing
therefore: S, = Sg = S...

After all descriptions brought above we need a set theoretic model of our problem so that it allows
software coding and application. In this way we first introduce binary variables X; to code the sensor state
of activity. We define X;,i = 1,n such that X;=1 if s; € Sg otherwise X;=0, so that binary vector X =
(X1, Xy, ..., Xp) forms the picture of sensor activities. We will apply to the Minimum Connected Sensor
Cover Problem (MCSC) that is in fact a collection of problems similar to the following description:

Given a sensor network N over area A, the problemis to find (K.-K;)-CC subset S, with minimum number
of active nodes, min )i, X;.

The minimal selection of subset S, will result in maximizing network lifetime. But we can further define
optimization problems in term of network lifetime taking into account the difference of work intensity
between the sensing and coordinating nodes. Further, given a collection E of r (K.-K)-CC subsets S, ,
introduce rounds of activities of S, and define the time duration t, for this. The energy conservation
problem requires maximizing the total time:

max Yj—q tk- )

Given EZ={S,}. S,obey the conditions: Vp € A, ¥es, 8i(p) =Ks and G, =
(Sa, Eg) is K.-Connected 2 Obey the energy maximization criteria:

Pk Kie + (1 = XYtk e < Ej, @)

Where e the energy consumption of a node in a time unit in watt is, E; is total energy of node i, and y is
ratio of energy consumption of a node in sleep mode to energy consumption of node in active mode.

Section 4-2 shown that the optimization problems defined in the previous section are closely
related to: combinatorial set cover problem, and to integer linear programming problem. Both these
problems are known NP-compete/hard and therefore we will seek a solution for the problems by Heuristic
optimization methods. We will consider centralized fashion vs. decentralized, when all information
supposed existing in some point, sink ready for algorithmic analysis. Our model is in three components:
a coverage problem in general terms of set cover that is still far from practical implementation, a graph
connectivity check, to be completed by a related algorithmic solution, and an IP energy optimization
problem with these constraints, which is to be solved in some way — sub-gradient optimization, random
search or rounding, etc. The nature of wireless sensor network and the scalability requirement to these
algorithms raise the issue of distributed algorithms. This also deals with node failure issue to set a more
robust network. The distributed algorithm may be a sub-optimal one but we are able check the results
comparing them with centralized heuristics finding suitable deterministic bounds for the algorithms both
in terms of their runtime, communication overhead, and coverage and connectivity accuracy.

In subsection 4-2-1 we developed a centralized heuristic to solve the problem. As discussed earlier, the
objective function is in (2) here we can consider number of rounds r and timedurations of rounds ty is
independent variables in general, but for simplicity we will assume a fixed number of rounds in an
experiment. Let durations ti,choose any appropriate values. Optimization of criteria (1) is under the
constraints:
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Figure (4-1): Recursive split of rectangles
VP € A, Xses, 8:(p) = K (32)
G.= (S, E,) is K.-Connected (3b)
Yk=1Xi + (1 — Xy )V)tre < E; (30)

The constraint number (3a) is coverage constraint against one particular sensor subset Sg € S. Constraint
number (3b) is about connectivity of a particular sensor subset S. < S,. Further Sg = S, or connection of
nodes of Sg to S, is assumed. The last constraint (3c) requires a collection of r different sensor subsets,
each with property of (4a) and (3b). So these subsets might be either variables or can be determined in a
preliminary separate stage of the optimization procedure. We now explain how we compute each
constraint and how we integrate them into the general procedure.

In subsection 4-2-2 we generated a bitmap of the domain. Then, by using this bitmap, we
calculated coverage percentage as follows:
We consider a transformation of constraint (3a) into the discrete domain generating a bitmap structure
over the area A. We consider 2 sub cases of digitization separately.

a) Single Sensing Disc Digitization
Consider a sensing disk a;. Build the so-called quad tree. Start (root) from the bounding rectangle to a;.
Then split the rectangle into four smaller rectangles of the equal size (creating 4 leafs). This procedure
might be recursively applied to all leafs in the tree until new leaf (recursive) rectangles reach certain size.
Smaller rectangles in the picture approximate circle’s border. They have 1, 2 or 3 corner points inside the
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circle. Part of these rectangles form an inner area of the circle. These are rectangles having all 4 corners
in circle. Milky color does not belong to the circle and might be removed from consideration. They have
0 vertices in the circle.

In order to make a decision if given leaf rectangle should be split to approximate the circle; we need to
keep a functiont, which for a given rectangle r will return how many of its corners belong to the circle.
There are obviously five cases mentioned above:

t(r) = 4 — Rectangle belongs to the sensing disk.

t(r) =13 — Rectangle intersects the circle.
tr) =0 — Rectangle is outside the disk.

Function t is quite simple: t(xq,V1,X2,¥2) =in (x1,y1) + in(xq,y2) + in(x3,y,) + in(x,,y,), where
in(x,y) =1 if x?*y? <RZ%and 0 otherwise. t(r) =4 Guarantees that rectangle r is covered by
sensor s;. Other cases provide partial cover which the given digitization scheme is unable to utilize.
Approximation accuracy, determined through the number of rectangles intersecting with circle, will be
considered below.

b) Integrated Digitization
Assume A is a rectangular area of length Ly and L,. We divide this area to cells with dimension A
Ay and each cell apq (see Figure (4-2)) will be coded by its center, or the set of corner vertices. Simply
let this will lead to u * v cells in the domain so that Ly = v A, and L, = u A, .\We will create a u * v bit
matrix C such that each bit of the matrix c,q will associate to the cell a,q in real domain (see Figure (4-
3)). In this way, each cell represent a small area in monitored domain therefore by increasing or decreasing

these virtual cells dimension we can desirable lesser or higher accuracy for calculating the coverage.
¥ ¥
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t a Figure (4-3): Matrix C represents covered area
Figure (4-2): Area A divided to small cells in Domain A

Next we will calculate the distance between each cell characteristic points and the sensor nodes, if
distance from center of a cell to any active sensor was lower than sensor coverage radius, this cell will be
marked intersecting with sensing disk. Further if all 4 angular points of cell are closer to the sensor than
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the sensing radius then the cell is obviously covered. Depending on this coverage, the bit associated to
the cell considered in Matrix C; will become one.In this case we define the function t(r) using the cell
center. Let (Xapq,}’apq) is the position of the center of cell a,4. Then, for sensor s;:

X, =X £ L)+ (s~ v £ L) < R2) @

t(apq) = Y true ((

Matrix C appears as disjunction of all single sensor disc coverage’s, achieved by the single sensing disk
digitization model (4). The real coverage matrix is some C so that C < Cy. The same time, if to

consider the matrix of intersecting rectangles, C, then Cy < C;). Further we develop analytics of
approximating C) by C and C;).

¢) Terms of Minkowski geometry
In this section we continue with algorithmic analysis of the digitization process. Digitization through the
small rectangles brings the continuous problem to the combinatorial domain but with this an error is
introduced that appear in two levels: a) single sensing disk boarder coverage error, and b) error of missing
rectangles that are covered in an integrity effort of several sensors. This is the cost of digitization but such
error needs to be evaluated.

Algorithmically we construct a binary matrix for each sensor

. dx\? dy\? 2
Vs cipg =] 1 if ( Xs, = Xapq | +7> + ( Vs, = Y| +7) <R
0 Otherwise.

This process is repeated for each active sensor and finally all cells accumulate their associated bit values
in an integrated matrix C, and if the value for certain cell is not set to one in the matrix C then in
algorithmic level it declared uncovered by the given set of sensors. Bit value zero means partial cover or
no cover by all sensors but in real picture several partial cover can complement each other providing
complete cover of a cell (error (b)). The guaranteed coverage ratio provided by algorithm is calculated as
Xp=124=1Cpq

u*xv

follows: Coverage by alg =

Our analytics applies the well-known Minkowski technique of approximation of convex bodies. This
complements the algorithmic construction in two parts so that gives guaranteed approximation accuracy
in analytic level.In terms of point a) structures suppose that coordinate axes are placed at the sensor
position (x;,y;). We will consider the general case of convex figures that approximate the sensing disc.
The key element is the use of recursive rectangles that are intersecting with the boundary of sensing disc
a;. Denote the body composed of all internal recursive rectangles by R;. Let R, is extension of R; by the
rectangles catting the sensing circle, and let R, is the convex closure of R,. R; © Ry, € R, in set
theoretical domain.
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d) Approximation of digital coverage

Now we consider sensing disc a; as the base convex figure. Other structures that we need are as
R, Ro, Rei, Reo Se€ Figure (4-4). Without loss of generality we suppose that A,=Ay, and then the diagonal
of recursive rectangle become equal to p = V2 A,. In zero step A,= Ly = Ly = L. In k-th step A,=
27kL.Approximation error of digitization can be estimated in different ways. One of the possible schemes
is as follows. Theoretically the sensing surface is O(a;) = mr?. The digitized coverage equals O(R;). So
the error is equal to O(a;\R;), and it hardly depends on k and position of (x;,y;). We do not hope to
describe that error in exact terms and we will try to approximate the error. First we pay attention to an
evident chain of relations: a;\R; € Ry\R; € R¢o\R;.

Now consider the related support functions as follows:

hgr p r
< ci = _
thi < tho < thi + pP= thi + P —p thi (1 + r_p) thi —p
. 2 _
In terms of surfaces 2Reo\Rei) (L) 1=k 2o % Proper selection of k provides the
O(Rci) r-p r-p)?2 r 2kr

desired approximation.

e) Guaranteed coverage domain in terms of a lesser sensing radius
Another simpler interpretation is in terms of coverage radiuses. Consider the radius r — p. It is evident
that sensing disc of this radius is complete covered through the digitization map. The mining is that real
sensing radius is r, energy consumption is in accord to this, but digitization brings some losses and then
it guarantees only that the radius r — p is covered completely. The loss can be computed and controlled
similarly to the case d).
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Subsection 4-2-3 has considered the connectivity constraint as follows:

For communication graph G. = (V,, E..) of the network to be connected the Laplacian of this graph should
have just on zero eigenvalue, therefore in each round we will construct the laplacian of active nodes of
the network and check to see if it’s a connected graph or not. By definition the laplacian of graph is
formed as follows:

dp, ifp=q
L(G)pq =91, if p~q(p is adjacent to q)
0, Otherwise.

If we sort eigenvalues of this matrix as follows: Vi, 0 <2A; < 2A. We know that 4, is always zero,
therefore we check for 2. In this way we will have one constraint in each round of network run time.

In subsection 4-2-4 Energy constraint has been attend so that when a node is in active state it will
consume a power for sensing and communication, and when it goes to sleep it will consume small amount
of energy, but total amount of energy that each node consume during network life time could not exceed
its initial energy. We have written this constrain previously as follows:

r
VSi €S, (Xik + (1 - Xik)Y)tk e< Ei
k=1

Therefore for each node of the network we will have one such constraint. Overall assuming that we have
r round and n node in the network, we will have (n + 1) * r independent variable to optimize and there
is r * n inequality constraint and r equality constraint.

We know that this is a NP-complete problem therefore we can use any heuristic optimization to solve this
problem. For the present time we will use Genetic Algorithm to find the maximum life time of the
network.

In section 4-3 we have implements our centralized algorithm. we have used GA-Toolbox in MATLAB,
the flowchart of the algorithm is shown in figure (4-5). For large size network we have developed a C++
code which uses Armadillo package (which itself internally uses LAPACK and BLAS) for eigenvalue
computation and Genetic Algorithm Utility Library (GAUL) for optimization. In the next section we
simulate some network and we will discuss the results.

Summary of chapter 4 is given in section 4-4 and Bibliography of chapter4 is given in section 4-5.

Chapter 5 shows some simulated networks of small, medium and large sizes and we have tried to find
optimum node scheduling pattern to optimize network life time. We have shown that small decrease to
domain coverage percentage will result in large increase of network life time which may be very
beneficiary in some sensor network applications and that coverage of all points of monitoring area is not
critical. Also we have shown that increasing number of deployed nodes in monitoring area will increase
the network life time and, although this relationship is not linear, it’s very close to linear one. It should
be noted that we have tried to find maximum life time extension which is possible as a result of slight
decrease in percentage of monitored area by selecting disjoint sets of sensors at each round of network
life time. But in actual implementation of distributed protocol, this level of optimization may not be
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possible and thus we expect that in that situation network life time will be less than results we obtained
in these simulations. But still these results help us in evaluating the performance of any distributed
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Figure (4-5): Flow chart of implemented algorithm.

protocol which may be implemented for this purpose later. First we have used MATLAB software to
calculate eigenvalues of the Laplacian and also to optimize the problem with GA Toolbox provided in
MATLAB. But because the MATLAB is to slow for large size network we have developed a C++ code
which uses Armadillo package (which itself internally uses LAPACK and BLAS) for eigenvalue
computation and Genetic Algorithm Utility Library (GAUL) for optimization.

In section 5-1 illustrates the algorithm functionality we will model a small size network. For this purpose
we consider a network of 5 nodes at each corner of 100 * 100 rectangular domain and in the middle of
the domain, further we will assume sensing radius of network nodes Rg = 100 and communication radius
of each node R, = 2.5Rg, Initial energy of each node is considered as 3J and ratio of sleep power
consumption to active power consumption gamma=0.1.

In section 5-2 we consider three networks of 16, 25 and 50 nodes uniformly distributed over the area
of 100 = 100 m?. Further we will assume sensing radius of network nodes R,=50 m and communication
radius of each node R.=2Rj, Initial energy of each node is considered as 30J and ratio of sleep power
consumption to active power consumption gamma=0.1 complete parameters of this network are listed in
table (5-2) and GA Optimization parameters of this example are listed in table (5-3).
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Figure (5-1) shows the fitness function of
this example vs. number of generation, and
figure (5-2) shows the average distance
between members of population in each
generation. Figure (5-3) shows a histogram
of last generation. In figure (5-4) we have the
same graph for another run, because GA is
random algorithm each run of the program
will produce different set of population but
all this population will finally converge to
the minimum fitness.
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de network 100%, 90%, and 80% coverage, respectively

Figure (5-5) to (5-7) shows the fitness function of this network vs. number of generation for 16 nodes
network when the desired coverage percentage is 100%, 90% and 80% respectively. In these figures
Fonin is the minimum fitness and F,,, is the average of fitness in each generation, also Fyy,, is average
of F,,s from the first generation until current generation. It can be noted in figure (5-5) to (5-7) that F,g0n
after fast drop in initial generation’s increases steadily with number of generations but at the same time
Frin and Fyy, have more random pattern. Fy, is the best individual at each generation, and at the end of
optimization this individual will be reported as a best result.

In figure (5-8) we have plotted network life time vs. desired percentage of coverage. As can be seen in
figure (5-8) network life time increases when percentage coverage slightly decreases from 100 percent,
but there is not linear relationship between desired percentage of coverage and network life time. The rate
of increasing network life decreases with the decreases of desired percentage of coverage. Therefore the
designer should choose between the more life time and percentage of coverage based on specific
application of the sensor network. In figures (5-9) and (5-10) we have plotted the network life time vs.
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percentage of coverage for 25 and 50 nodes networks respectively. It is obvious that there is a similar
relationship between life time and percentage of coverage in these networks too.
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Figure (5-8) network life time vs. desired Figure (5-9) Network life time vs. desired
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Figure (5-12): Network: hfe time vs. desired percentage of Figure (5-13): Network: life time vs. desired coverage
coverage for three medium sized networks percantage for 100 nodes netwark.

In figure (5-11) we have plotted the network life time versus number of deployed nodes when desired
percentage coverage has been 100%. In figure (5-11) it has shown when number of deployed nodes
increases the network life time also increases but the relationship may not be linear.

In figure (5-12) we have plotted the network life time versus desired percentage of coverage for all these
networks in one graph it is obvious that the same pattern is repeated in all networks
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In section 5-3 we consider three dense networks of 100, 150 and 200 nodes uniformly distributed over
the area of 100 = 100 m?. Further we will assume sensing radius of network nodes Ry = 50 m and
communication radius of each node R. = 2Rg, Initial energy of each node is considered as 30J and ratio
of sleep power consumption to active power consumption gamma=0.1.

Figure (5-13) to (5-15) shown the network life time vs. desired percentage of coverage for these networks.
And in figure (5-16) all these curves are plotted in the same figure for comparison. As it can be seen in
figure (5-13) slight decrease in percentage of coverage from 100 percent to 90 percent will nearly doubled
the network life time. In figure (5-16) it is shown that in all network decreasing the percentage of coverage
will increase the network life time, and for all network this relationship is not linear and the rate of
increasing network life time will be decreased with decreasing percentage of coverage. In figure (5-17)
the network life time is plotted vs. number of deployed nodes. It’s shown that the network life time will
be increased with increasing number of deployed nodes and although this relationship is not linear it is
close to linear one. In Figure 5-18 we have compared some other coverage and connectivity methods with
GA optimization results. Clearly the GA method gives us the minimum number of nodes required to
cover the monitoring domain with connected sensor network. As can be seen in the figure CCP requires
the same minimum number of nodes as GA represents but it does not guarantee connectivity of the
network and when it integrates with SPAN to produce connectivity it requires far more active nodes. In
any case if we consider this optimization method as a new tool it can tell us how well a new coverage and
connectivity protocol does perform. GA gives us minimum number of active nodes which is possible to
cover a monitoring area with connected sensor network. And for any number of deployed nodes
algorithms which are closer to GA are performing better.

Summary of chapter 5 is given in section 5-4

18



Chapter 6 consists of the Conclusion and Future Work.

In section 6-1 we have Summary of Contributions. When wireless sensors are deployed in an area usually
there is no access to sensors to maintain or recharge, therefore the lifetime of the network should last as
long as possible. Many researchers estimate connectivity of the network based on coverage to offer
integrated coverage and connectivity therefore there is a limitation on ratio of sensing radius to
communication radius of sensors. We released the ratio limit between sensing radius and communication
radius which many protocols require to provide integrated coverage and connectivity. In addition we
devised a mechanism for producing desired percentage of coverage over monitoring area to increase
network life time and we further showed that by small decrease in percentage of covered area in
monitoring domain we can increase network life time considerably. We can list some of the distinguished
aspects of this work as follows:

= The node scheduling algorithm presented in this thesis ensures coverage and connectivity of
the sensor network in integrated fashion.

= We have not found any record of using properties of adjacency graph of the sensor network for
ensuring connectivity of the network in literature.

=  We have presented a novel idea based on generating a bitmap image of covered area for
estimating desired percentage of coverage over monitoring domain

= Many researchers estimate connectivity of the network based on coverage to offer integrated
coverage and connectivity therefore there is a limitation on ratio of sensing radius to
communication radius of sensors, but we have released such limitation in our new method.

We have tried to find the maximum possible life time of the network by presenting this problem as a
constraint optimization problem. Therefore the results obtained here could be an upper band to life time
extension possible by using node scheduling in topology control. In this project we have focused on
Topology control duty-cycling which is referred to using node redundancy for sensing or communication
subsystem when we have more node than sufficient, to achieve desired level of connectivity or coverage
in the network. Our focus is the coverage problem that occurs as the result of random and dense
deployment of sensor nodes. The coverage problem indicates a disorganized placement of sensor nodes
with plenty of sensing redundancy. It challenges the wireless sensor network in terms of energy and
sensing efficiency. We have proposed a node scheduling solution that solves the coverage and
connectivity problem in sensor networks in an integrated manner. In this way we have divided network
lifetime to some specified number of rounds and in each round we have generated a coverage bitmap of
sensors of the domain and based on this bitmap it has been decided which sensors remain active or go to
sleep. We have checked the connection of the graph by using Laplacian of adjacency graph of active
nodes in each round. Also by using Minkowski technique in generation of coverage bitmap, the network
is capable of producing desired percentage of coverage. We have defined the connected coverage
problem as an optimization problem which is NP-compete problem and therefore we have seeked a
solution for the problem by GA Heuristic optimization methods in centralized fashion. We have simulated
six network of medium and large size and we have tried to find optimum node scheduling pattern to
optimize network lifetime. We believe that these results are theoretical band to this optimization problem

19



and it can be used as performance measure for distributed node scheduling protocols. Also we have shown
that small decrease in domain coverage percentage will result in large increase of network lifetime which
may be very beneficiary in some sensor network applications that coverage of all points of monitoring
area is not critical. Also we have shown that increasing number of deployed nodes in monitoring area
will increase the network lifetime and although this relationship is not linear it’s very close to linear one.
It should be noted that we have tried to find maximum lifetime extension which is possible as a result of
slight decrease in coverage percentage of monitored area by selecting disjoint sets of sensors at each
round of network lifetime. But in actual implementation of distributed protocol this level of optimization
may not be possible and thus we expect that in real situation network lifetime will be less than result we
obtained in these simulations. But still these results help us in evaluating the performance of any
distributed protocol which may be implemented for this purpose.

Future Work is given in section 6-2.

Main results of the dissertation

= We have studied most of related work in this area and also different sleep
scheduling techniques [1].

= We have implemented two of famous method of providing Coverage and
Connectivity, CCP and SPAN, CCP is distributed algorithm which capable of
providing desired level of Kg-coverage and SPAN is also distributed
algorithm which is capable of providing desired level of K -connectivity [4].

= The node scheduling algorithm presented in this thesis ensures coverage and
connectivity of the sensor network in integrated fashion [2].

= We have not found any record of using properties of adjacency graph of the
sensor network for checking connectivity of the network in literature [1].

= We have presented a novel idea based on generating a bitmap image of
covered area for estimating desired percentage of coverage over monitoring
domain [5].

= Many researchers estimate connectivity of the network based on coverage to
offer integrated coverage and connectivity therefore there is a limitation on
ratio of sensing radius to communication radius of sensors; we have released
such limitation in our new method [3].

= We have found the maximum possible life time of the network by presenting
this problem as a constraint optimization problem [5].
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Xamupg Xocpasu

OIITUMAJIBHBIN ITPOTOKOJI JJOCTYKEHMS )KEJJTAEMOI'O YPOBHS IIOKPBITHS U
CBA3HOCTHU B BECITPOBOJJHBIX CEHCOPHBIX CETAX

PE3IOME

Hogetfitme pa3zpaboTku B 0061acTH OECTIPOBOTHOM CBSI3M M BCTPOCHHBIX BEYMCIHTEIBHBIX TEXHOJIOTHI
NPUBEIH K TOSBICHUIO OECHPOBOJHOW TEXHOJOTMH CEHCOPHBIX ceTed. COTHM TBICSY OTHX
MHKPOCEHCOPOB MOT'YT HAWTH MPUMEHEHHE BO MHOTHX 00JIACTsIX, BKIIOYAs 3PaBOOXPAHEHHE, 3aIIUTY
OKpY’Karole cpenbl, BOGHHOE N0, NaBas BO3MOXKHOCTH CIIEAWUTH 32 JOMEHOM HaONIOACHUS C
JKeJTaeMbIM YpOBHEM TOYHOCTH. [Ipy Mconb30BaHUN GECIIPOBOIHBIX CEHCOPOB B KaKoi-mnbo obiact,
CPOK CIYXOBI CETH JOJDKEH MAaKCHMAaJIbHO YBEIWYHTHCS B 3aBHCHMOCTH OT IE€PBOHAYAIBHOTO
KOJIMYeCTBa OSHeprud. TakuM oOpa3oM, cokpamieHue TmoTpedsienus sHeprun B BCC  umeer
MEPBOCTETNIEHHOE 3HAUeHHe. becrpoBOAHBIE CEHCOPBI OOBIYHO COCTOAT M3 TPEX OCHOBHBIX YacTel:
MOJICHCTEMBI CBSI3H, TIOJCHCTEMBI OOpPa0OTKM M TOACHUCTEMBI 30HAWpOBaHUsA. [logcucTeMbl CBs3H
0OBIYHO TIOTPEOIISIOT OOJIBIIYIO YaCTh SHEPTUH. DHEPrusi 00pabOTKU OT THITMYHOTO CEHCOPA ITO TaKoe
KOJIMYECTBO SHEPTHH, YTO MBI MOXKEM MPEHEOpeUb MOTPeOIICHHE SHEPTHH TIPH 00paboTKe.

DHepromnoTpebeHne MOICHCTEMbI 30HANPOBAHMS 3aBUCUT OT THIIA KOHKPETHOT0 ceHcopa. OOBIMHO OHO
TaKke HaMHOTO MEHbIIE, YeM OJHEepronorpedieHre MoAcucTeMbl CBs3u. IloaToMy B cxeme
9HEProcOEepPEKEHUs: Mbl B LEJIOM DPACCMATPUBAEM TOJBKO MOJICHCTEMBI CBSI3M M 30HIMPOBAHUS U
npeHeOperaeM NoACKHCTeMOoN 00paboTKH. MBI MOXKEM KIIaCCH(DUIINPOBATH CXEMbI SHEPTOCOSPEIKESHUSI 110
TPEM OCHOBHBIM KaTETOPHSM: YIPABICHHE AaKTUBHOCTH, YIPABICHHS [aHHBIMH M YIpaBICHHS
MOOUJIBHOCTBIO.
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B nepBoii kareropuu, Mbl pacCCMOTPHBAEM Pa3HbIC MOAXOJbI K MUHUMM3ALUU TOTPEOJICHHS SHEPTUU
MOZICMCTEMOH CBSI3H, B KATETOPHH YIIPABICHHS AaHHBIMH Mbl PACCMOTPHBAEM CIIOCOOBI MUHUMH3ALMU
MOTpeOIeHNsT SHEepPruy IIOJCHCTEMOH 30HAMPOBAaHMS, TaKWe KaK arperupoBaHHE IaHHBIX JHOO
9Hepro3hdexTuBHBI cOOp AaHHBIX. [1OCKONBKY Y37BI HOABHXHBI JHOO Cpeou CEHCOPOB MMEETCS
HECKOJIbKO MOOWJIBHBIX Y3JI0B, MBI MOXKEM HCIOJIB30BaTh HEKOTOPHIE METOIBI  yIPaBIICHUS
MOOMJIBHOCTBIO JUISl CHIDKEHHs OBHepromorpebiieHus. B nanHOW paboTe Mbl OpHUEHTHpYyeMcs Ha
ynpaBieHuss akTHBHOCTH. OH JenuTCs Ha JBE OCHOBHBIC KaTETOPHUH: KOHTPOJb TOIOJOTHH H
YIIPaBJIEHHS IEKTPOIHTAHUEM.

KoHTpob TOMOMOTUH OTHOCHUTCS K MCIOJIb30BAaHUIO U30BITKA Y3JI0B AJS MOACHCTEMBI 30HIUPOBAHMS
WU CBSI3H, KOTJa y HAC MMEETCsl OoJiee 4eM JOCTaTOYHO Y3JIOB JUISl JOCTVDKCHUS XKEIaeMOTr0 YPOBHS
CBSI3HOCTH JTMOO0 MOKPBITHS B ceTH. HekoTopblie paboThl B 0671aCTH KOHTPOJISI TOMOJIOTHH PACCMATPUBAIOT
TOJIBKO CBA3HOCTh CETH, JpYyrHe, HAIpOTHUB, PacCMaTpPUBAIOT TOJBKO IIOKPBITHE CETH, TPEThbU
paccMaTpuBalOT Kak OXBaT, TaK U CBSI3HOCTb. HeKOTOpble U3 3TUX QJITOPUTMOB SBIAIOTCS
LEHTPAIN30BaHHBIMU, a HEKOTOPhIE - PACIpeleleHHbIMH. LIeHTpal30BaHHBIA aXTOPUTM SBISETCS
OJJHUM U3 BHJIOB CETEBOT'0 IPOTOKOJIA, KOTJIA IAHHBIE CO BCEX y3JI0B COOMPAIOTCS B OCHOBHOM y3en U
IUITAHUPOBAaHKWE pEXUMa pPabOThl AKTHBHOCTU OCYIIECTBISICTCS B 3TOM Yy3l€, 3aTeM peIICHUS
HanpaBJIsIOTCA B ceTeBble y3ibl. C ApPYroil CTOpOHBI B paclpeleleHHBIX IPOTOKOIAaX KaXIbli y3ell
CaMOCTOSITENIFHO PEIIAET, OCTABAaThCS €My aKTHBHBIM MM HET. B HEKOTOPHIX Cilydasx IIaHHPOBAHHE
pexuMa paboThl aKTUBHOCTH Y3JI0B OCYIIECTBIISICTCS] MECTHBIMH KIIACTEPHBIMH YIPABIISTIOIINMU.

B Hacrosimieit paboTe HalIM YCHJIMs HallpaBlICHBI Ha MPOOJEMY ITOKPBITHS, KOTOpash BO3HUKAET B
pe3ysibTaTe CIy4aifHOr0 M IUIOTHOTO pacHpeleNieHHs CEHCOPHBIX Y3JoB. IIpoGnemMa MOKpPBITHS
yKa3plBaeT Ha HEOPraHM30BaHHOE pa3MEIICHHE CEHCOPHBIX Y3JI0B C OONBLIIMM H30BITKOM
YyBCTBUTENFHOCTH. OH CTaBUT IOJ COMHEHHE 3(P(PEKTUBHOCTh OECIIPOBOIHBIX CEHCOPHBIX CETEH C
TOYKHU 3PEHHUS SHEPTONOTPEOICHHUS 1 YyBCTBUTEILHOCTH.

MBI peUToKHIN pellieH e ITIaHUPOBaHUs y371a, KOTOPOe pellaeT NpoOIeMbl OXBaTa M MOAKIIOYESHHS B
CEHCOPHBIX CETSIX B KOMIUIEKce. TakiuM 00pa3oM, MBI JIETTMM CPOK CITY>KOBI C€TH Ha HECKOJIBKO 3TaToB,
Ha KaXX/IOM M3 KOTOPBIX MBI CO3aeM OUTOBBIE KapThl CEHCOPOB MOKPHITHS JOMEHa U Ha OCHOBE 3THX
OHUTOBBIX KapT BEIHOCUTCS PEIICHHE O TOM, KaKHe CEHCOPHI JJOJKHBI OCTaThCS aKTUBHBIMH, a KaKHE HeT.
MpI npoBepsieM CBSI3aHHOCTBH CETH C MOMOIIbI0 rpaduka cMmexxHocTn Jlarulaca akTHBHBIX Y3710B Ha
Ka)XI0M dTare. Takke ¢ MOMOLIbI0 OUTOBBIX KapT MOKPHITHS, CeTh OyJeT crnocobHa obecrevnBaTh
XKeJTaeMBIi TPOLEHT IOKPHITHA. MBI ompenenseM HpoOieMy OXBaTa, KaK CBS3aHHYIO ¢ IPOOIeMOi
ONTHMH3ALMH, KOTOpast siBisiercss NP-ciioxHOH U, clieioBaTenbHO, Mbl OylieM HCKaTh peleHHe 331a491
P TOMOINM OBPHUCTHYECKMX MeTomoB onTtmmmsammud GA B meHTpanm3oBaHHON  (opme.

Ileain pa6oThi: OCHOBHBIMHM LEJISIMU HACTOSIIICH PAOOTHI SBIISIOTCS:

- VBeaunueHne Cpoka CJIy)K6LI CECHCOPHBIX ceTell ¢ MOMOIIBIO HUHTEIPUPOBAHHOI'O MOKPBITHUA U
KOHTPOJIA TONOJIOTHUH CBA3U,

- HpOI/I3BOZ[CTBO JKEJIaEMOr0 IPOLCHTa OXBaTa obactu MOHHUTOpHHIA AJId YBEJIMYCHHUSA CPOKa
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CITy>KOBI CeTH;

=  JloBbllIeHHE HAISKHOCTH CEHCOPHOTO CETEBOTO y37a.
OcHOBHBIE pe3y/IbTaThl JUCCEPTALUU

= MBbI u3y4ynnu 6ONBIIOE MHOXKECTBO PabOT B pacCMaTpUBAaEMOH 00TaCTH U Pa3IHMIHbIE METOIBI
IUIaHUPOBAHUS PEXKHMMA AKTUBHOCTH CEHCOPOB.

=  MBpI peanu3oBaiy ABa U3 U3BECTHBIX METOI0B oOecnieueHus mokpbITus u cBsazu: CCP u SPAN.
CCP mnpencrapnsier coboll pachpe/ielieHHBI alrOpUTM, KOTOPBIA CHOCOOCH 00CCIeYHTh
xKemaeMblif ypoBeHb Kg-mokpertis. SPAN Taxoke mpencraBisieT coOod pacrpeieseHHBIH
ITOPUTM, KOTOPHIH criocobeH obecrieunTs xKeaaeMblil ypoBeHb K -coeanHeHus.

®  ANTOpUTM IUIAHHPOBAHUS y3I1a, IPEICTABICHHBII B HACTOSIIEH AUCCEPTALNH, 00eCIIeunBaeT
TIOKPBITHE U CBSI3HOCTh CEHCOPHOH CETH B KOMIIIEKCE.

= MBI ucronb3yeM CBOWCTBA rpaduka CMEKHOCTH CEHCOPHOW CETH JUIS IPOBEPKH €€ CBSIZHOCTH
1 HE HAIIUTH QHAJIOTHYHYIO TEXHHUKY B JINTEpaType.

= MBI IpeACTaBWIM HOBYIO HJCH0, OCHOBAaHHYIO Ha CO3IaHUU OUTOBOM KapThI 30HBI OXBATa JJIS
OIICHKH JKEJIAaeMOT0 MPOIICHTA OXBaTa 00JaCTH MOHUTOPHHTA.

=  MHorue uccie0BaTeNN OLEHNBAIOT CBI3HOCTh CETH HA OCHOBE ITOKa3aTeleil oxBaTa 4TOOBI
paccMoOTpeTh OXBaT M MOJAKIIOUEHUE B KoMiulekce. [loaTomy cyliecTByeT orpaHuueHue B
COOTHOIIECHUH PAINyca BOCTIPHATHS K PAHyCy CBA3M ceHCOpOB. C IMOMOIIBIO HAIIETO HOBOTO
MEeTOo/ja MbI H30aBIIsIeMCSI OT TAKOTO OTPAaHUICHHSI.

=  MpI HaUTM MAaKCHMaJIbLHO BO3MOXKHBIN CPOK CIY>KOBI ceTel, IIPeCTaBUB 3Ty HPOOIeMy Kak
po0JIeMy ONTUMHU3AINN OTPAaHHICHUS.
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