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Description of the Work

Topic Relevance and Problem Definition: Within the realm of imbalanced
and recursive/iterative classification algorithms, there exists a practical need
to create novel algorithms that can classify objects into predefined classes
through successive transformations. To investigate a dynamic recognition
problem using medical datasets, in the thesis, we define a problem called
target class classification (TCC), which implies classifying/allocating the
agents (objects) into the target-normal class through sequential actions. The
work begins with graph theory and discrete optimization, examining models
with deterministic transition outcomes, and then we obtain experimental
results using sequential modeling procedures such as graph search and
reinforcement learning with non-deterministic transitions which are later
discussed in detail. We also investigate the binary target/non-target
classification case as an extension to the main defined problem. Even though
the thesis contains significant medical data processing and modeling
components, we understand the challenges and responsibility associated with
working with medical datasets, thus we try to put significantly more emphasis
on the algorithmic implementations, which can allow using these approaches
for other domains as well.

The defined problem of the thesis shares the most similarities with
Hierarchical Reinforcement Learning (HRL) research area. HRL provides a
divide-and-conquer approach for solving traditional RL problems by
abstracting complex problems into smaller sub-problems. HRL tries to achieve
compositionality using two main mechanisms: temporal abstractions and state
abstractions. Temporal abstraction divides the problem into temporally
extended actions (sub-behaviors) consisting of a sequence of primitive
actions for solving a more complex problem. The second form of abstraction
is the state abstraction. In high-dimensional spaces, it is extremely difficult to
learn the best action in every possible state. For this reason, grouped
representations of similar states in terms of transition dynamics and reward
function are used for building learnable state abstractions”.

In this thesis, we put compositionality and stage-based modeling on the basis
of our experiments to come up with an algorithmic and software toolset to
solve the defined TCC problem. We explore the problem using medical
datasets not only from the RL perspective, but also from graph construction
and optimal pathfinding, ensemble-based iterative classification, and
combinatorial optimization, utilizing computer science and machine learning
methodologies, where algorithms are proposed, and validation results are
obtained. Problem formulation for target class allocation in a sequential
procedure, data division in a stage-based format using tabular and graph
structures, algorithmic implementations, and derived results may allow to:
3
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e Use proposed algorithmic approaches to investigate solving target-
normal class allocation/classification problems with a stage-based
(multi-stage) approach, facilitate research advancements in the medical
and other domains.

Currently, there is not much scientific literature that uses a multi-stage
approach for finding optimal treatments, especially for graph-based
representations, which can be due to:

e The approach is new and has not yet been widely experimented.
e The problem of finding optimal treatment strategies is challenging and
can be approached from different aspects.

Overall, we provide a graph-theoretical analysis of the target class
classification (TCC) problem and connect these findings to sequential
searching and iterative classification with stages, provide a novel link between
multilayer graphs and reinforcement learning for solving a TCC task for the
medical and other similar domains.

Thesis Aim: The thesis aims can be summarized as follows.

¢ To come up with a mathematical description and analysis of a sequential
target class classification/allocation problem and propose a
mathematical model that can solve this task in terms of classification
and target class transition logic.

e To explore the obtained mathematical model from the perspective of
existing computer science and machine learning research directions,
such as graph pathfinding, reinforcement learning, and iterative
classification to enhance theoretical results with algorithmic evaluation
and come up with a practical toolset for the TCC-type modeling and
analysis.

e To propose algorithmic approaches regarding sequential (stage-based)
target class classification/allocation.

Research Data and Methodologies: In this thesis, we used graph modeling
and search procedures, neural networks, and reinforcement learning-based
methods suitable for discrete and continuous learning tasks to come up with
algorithms to solve optimization tasks in a sequential manner. In the scope of
the thesis, we obtained credentialed access to the MIMIC-III clinical
database?, which contains health-related information such as demographics,
laboratory test results, procedures, medications, and various other medical
statistics about forty thousand patients allowing us to conduct numerous
analytical studies. We preprocessed this database in a stage-based approach
and obtained data in tabular and graph (network) formats so that we could
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address the problems defined in the thesis. We also used eight publicly
available medical datasets from the UCI Machine Learning repository® which
have smaller dataset sizes and are more suitable for traditional regression
and classification problems. We solved procedural and recursive
programming tasks in Python, worked with main libraries such as NetworkX,
PyTorch, Django, OpeanAl Gym, scikit-learn, SciPy, etc.

Thesis Scientific Contribution:

e Mathematical formulation, description, and modeling of a target class
allocation task. The simple deterministic case of the problem is analysed
and solved using graph-theoretical algorithms.

¢ An algorithm to solve the TCC task for the non-deterministic case using
directed acyclic graphs (DAGs) evaluated on medical datasets. The
algorithm constructs a DAG with multiple layers and then searches for
the shortest path leading to the vertex corresponding to the target-
normal class. Provision of a cost function and an admissible heuristic
function for the path to be optimal. Clustering-based evaluation
methodology for the searching results and a serverless approach based
on backend and cloud techniques for further evaluation.

¢ An algorithm that trains a Deep Q Networks (DQN) and Value Iteration
reinforcement learning algorithms to reach the vertex corresponding to
the target-normal class on a multilayer graph representation. It builds on
the non-deterministic TCC concept but considers a more complex
connectivity logic. As a result, a multilayer graph formation based on
medical datasets, connectivity and reinforcement learning state-space
construction logic, and reinforcement learning algorithms capable of
learning on such representation and performing a sequence of actions
at different stages (layers) to reach the target normal class is proposed.

e Ensemble-based iterative neural network architecture comprised of
three separate networks capable of classifying target/non-target classes
(binary case) as an extension to the TCC problem is proposed, which
performs a joint optimization of three networks with medical data.

e An algorithmic procedure aiming to improve gradient descent
optimization by providing a cosine similarity-based approach to scale
the learning rate during the gradient descent update process in a
multiclass logistic regression. The approach is experimented on eight
medical datasets.

Practical Importance: Proposed algorithmic approaches allow investigating
and solving target-normal class allocation/classification problems with a
stage-based (multi-stage) approach and facilitate research advancements in
the medical and other domains.
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Challenges and Limitations: There are limitations regarding data
processing, which could have impacted the models’ learning performances.
We evaluated learning over three fixed stages and for some experiments
having more data and stages could have helped to conduct additional testing
and evaluations.

Terminology:

The terms vertex, state, node are used interchangeably.

The terms edges, actions, treatments are used interchangeably.
The terms object, agent, patient are used interchangeably.

The terms stage, layer are used interchangeably.

Publications List: There are 5 journal publications, 3 of which in Scopus
Indexed journals (1in Q2, 2 in Q3), and 1 conference proceedings publication.

2 Deterministic Recursion to Target Class Classification

In this section, a mathematical formulation and modeling of the problem of
target class classification (TCC) policy from a graph theoretical perspective is
given. The formulation includes defining the problem, and the dataset format
that forms the state space, providing a TCC model structure in terms of
deterministic transitions. Graph structures are obtained and analysed, which
can be used as a basis for policy evaluation results for performing recursive
classification/target class allocation. These methods and representations of
this work directly serve the basis of works described in Sections 3, 4, and 5 to
solve medical target class allocation tasks.

Subsection 2.1: The problem and the target class classification (TCC)
framework are described, and relevant scientific literature on classification,
reinforcement learning is mentioned. The novelty of the approach is first
presented.

Subsections 2.2 and 2.3: A detailed description of the TCC framework,
including rules about the environment, objects, and transitions is given. Abrief
description of objects, which are the entities on which the model should act to
transfer from one class to the next is described.

Subsections 2.4 and 2.5: Mathematical definition of the features and the
learning set is presented. Features are numerical vectors characterizing the
objects.

Subsections 2.6, 2.7 and 2.8: Actions and transitions of objects over time are
described. The concepts of track and trellis are defined, which is the
progression of an object over the time domain after an action is applied to it
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at a given state. The transitions of all objects across the time domain is the
trellis. Problem tasks are distinguished.

Subsections 2.9, 2.10 and 2.11: The data format is described, a
mathematical formulation of the problem of target class classification (TCC)
from a graph theoretical perspective is given. The deterministic transition as
a tree is presented in Figure 1. Theorems 2.1 and 2.2 are presented as main
theoretical outcomes. Conclusion remarks are presented.

Theorem 2.1. If graph G of a TCC model is connected, it is a tree with root
vertex v, and edges oriented from the terminal/leaf vertices and internal
vertices of the tree towards the direction of the vertex v,.

Vie Bl | Vi [ ] | Vi

Vo

Figure 1: Connected TCC tree structure in case of simple deterministic
transitions.

Theorem 2.2. If graph G of a TCC model is disconnected, it consists of one
oriented tree, rooted to v, and several other connected components
structured as one-cycle oriented cactus graphs. Cactus cycle is oriented, and
tree-like structures inside each component have an orientation to the cycle.

Thus, the findings show that if the graph is connected then it is a rooted tree,
and the policy is correct/implementable because all the states by transitions
will be allocated to the target class. But when the graph is disconnected, then
additional components are one-cycle cactus graphs, and states from these
components are not transferable by actions to the target class. This means
that actions or transitions must be modified in a way to break the cycles and
to make transitions from additional components to the basic tree component
where the target state belongs.



3 Solving a TCC Problem using Graph-Search Algorithms

This section investigates the non-deterministic case (multiple actions
originating from a single vertex) of the TCC problem. Vertices, which denote
individual agents having features, are connected to each other based on
feature similarity, and the stronger the similarity, the stronger the weight of the
connection between two vertices. Features are observed from actual
datasets. Such methodology is possible with a DAG data structure, and such
structure is constructed layer by layer based on the concept of stage. Each
layer consists of vertices (with features) corresponding to the given stage from
the actual medical dataset. Unlike section 2, where the path is deterministic,
there is a need to search and find the optimal path leading to the target state.
For this reason, a heuristic function is also proposed, showing its admissibility
to be able to find the shortest path using the A* searching algorithm. In
summary, an algorithm is provided that can construct a DAG comprised of
multiple (three in the experiment with medical datasets) layers and search for
the vertex denoting the target normal class. A second algorithm is also
provided, which can construct and search for a target solution using trees and
cyclic graphs, but here the construction does not directly use the concept of
layers. Evaluation approaches are also presented. The experiment is
described using a medical context.

Subsections 3.1 and 3.2: The approach for solving the non-deterministic
TCC problem with multiple stages using a graph-search methodology on
medical datasets is described. Contributions of the work are presented, and a
literature review is conducted.

Subsection 3.3: The data processing is described. Two algorithms are
provided, which perform target class allocation on the multi-stage medical
datasets by constructing a DAG (Figure 2), a tree, and a cyclic graph. Cost
function 1 and heuristic function 2 are provided for performing the search.
Root Mean Squared Error (RMSE) and Kolmogorov-Smirnov test (kstest)
methods are chosen to describe the similarity between the features of the
given two vertices. The names of the methods match the respective function
names from scikit-learn, SciPy libraries.

Definitions 3.1 and 3.2 describe the problem and proposition 3.3 shows that
heuristic function 2 is admissible and the path is optimal, which is proved by
induction.

Definition 3.1. Suppose G is a DAG representing the multi-stage drug
treatment state space. start is the initial state, T (s;, a) is the transition model
that returns state s'; ., belonging to stage i + 1 after taking action a at state s
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from stage i. d denotes the maximum depth which is equal to the number of
treatment stages, and target denotes the end state located at depth d.

Definition 3.2. Let C(nqy_y, target) denote the cost of the shortest path from
node n at depth d — k to the target, and h(ny_, target) denote the heuristic
cost of n to the target. C(n,_g,target) is given by Equation 1, and
h(ng_g, target) is given by Equation 2, where F, and Fyq, 4. are the feature
vectors of node n and the node target. The range of C(ny_g, target) is
Re(ng_targety: k- [1,1024], and the range of h(ng_y target) is

Rh(nd_k,target): k-[0,1].

C(ng_y, target) =k - (1 + RMSE(Fn, Fmrget)) 1

h(ng_g, target) =k - (1 - kstest(Fn,Fnget)) 2

PNEUMONIA

Figure 2: DAG example 1.

Proposition 3.3. Given a DAG G, h(ngi_y,target) < C(ny_i, target) for any
node n k steps away from the maximum depth d.

Subsections 3.4, 3.5, and 3.6: The results are presented, clustering,
betweenness, and cosine similarity-based evaluations, and a serverless
architecture are provided for testing the results of the algorithms on the
datasets used in this work, showing that the algorithms can solve a non-
deterministic TCC problem on a multi-stage graph representation. Concluding
remarks are provided.



4 Solving a TCC Problem using Multilayer Graphs and Reinforcement
Learning

This section examines a non-deterministic case of the TCC problem with the
use of RL techniques. In addition, we impose an additional complexity element
and assume that transitions between the vertices in the same graph layer are
also possible. We use the concept of multilayer graphs (Figure 3), where a
graph consists of layers, each layer being a graph (cyclic in most cases) itself.
A vertex can be connected to vertices both in the same layer and in the
successive layer, making the task of finding the correct transition more difficult.
The goal is the same as in the previous two sections: solve a TCC problem
with the correct transitions leading to a vertex corresponding to a target-
normal class located at the last layer of the multilayer graph. The experiment
is conducted using medical datasets and, in this context, the vertex denotes
the patient features who have been discharged to Home location (target
class). However, to reach a target class in the last layer, the algorithm should
first learn to reach the normal class in each of the previous layers, which we
can be regarded as intermediate normal classes. We use model-based Value
Iteration and model-free DQN reinforcement learning algorithms to teach the
agent to reach the normal class by layer-by-layer navigation. We provide a
reinforcement learning setting (state space) using multilayer graphs
constructed as a Gym environment and provide special transition and reward
logic so that the agent can reach the target class without being stuck in infinite
cycles. Comprehensive evaluations obtained from analysing the number of
times the target-normal class is reached, steps taken to reach the solution,
and collected reward show that we have obtained an environment and
learning state space that can efficiently guide the agent (patient) to a target
normal class by navigating through sequential stages. The experiment is
described using a medical context.

Subsections 4.1 and 4.2: Description of the problem and multilayer state-
space representation is provided. Contributions are listed. A comprehensive
literature review of reinforcement learning, its applications in healthcare, and
multilayer graphs is conducted.
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Figure 3: Multilayer graph for performing reinforcement learning.

Subsection 4.3: Data processing to obtain a multilayer graph (Figure 3) over
three stages is described and a formal definition is given. The logic of
interlayer and intralayer connectivity of the multilayer graph, including the
reward formulation, is presented. Model-based learning in the form of the
Value lteration algorithm and model-free learning in the form of the DQN
algorithm are detailed. The DQN implementation (Algorithm 1, labeled as
Algorithm 3 in the dissertation) denotes the main experiment. Existing
algorithms are modified to perform learning on the multilayer graph for solving
medical treatment optimization tasks. The RL agents learn to navigate through
sequential stages, each stage corresponding to a layer in the multilayer graph
to reach to a target class (solution) in the last layer. The last layer corresponds
to the last stage in the medical recovery process. Graph statistics for each
layer in the multilayer graph are presented.

Subsection 4.4: The algorithmic results through evaluation are described,
demonstrating good learning performance for both model-based and model-
free scenarios. The results of the small experiment regarding DQN-based
binary classification are mentioned.

Subsections 4.5 and 4.6: The main limitation of the work is mentioned and
concluding remarks are presented.
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Algorithm 1

Algorithm 3: DQN Learning on a multilayer graph
Obtain a dictionary p containing a combination of network parameters from a function which
iterates over parameter combinations;
for patient_id < 1 0 Nyarienss do
for ¢ < 1 10 Nyqs do
From p select the optimizer, learning rate, max timestep, update rate, epsilon greedy:
Obtain the graph corresponding to timestep f;
Initialize the agent, Q network, target Q network, and empty replay buffer;
Initialize episode_steps, episode_terminals, episode_rewards empty lists;
for episode < 1 to Npisodes do
Make reward_sum=0;
Reset current state to the start state;
for step < 1 to Npax_simesteps do
Sample an action from the environment using £-greedy method;
Perform the action on current state, observe next state, collected reward, terminal;
Add reward to reward_sum;
Add a list of state, next state, action, reward, terminal to the replay buffer;
Make next state as current state;

if terminal is True then
| break

end
end
Append step, terminal, reward_sum to episode_steps, episode_terminals,
episode_rewards lists respectively;
Update the Q network using gradient descent, then use Q network parameters for
updating the target Q network;

end
Output a solution using terminal from the last episode;
Append reward_sum, episode_steps, episode_terminals, episode_rewards to p:

end
Obtain a final solution per patient, using solutions from each r then append to p;

end
Evaluate results;

5 Solving a Binary Classification Task with Ensemble Iterative Neural
Networks

In this section, we shift from graph-based theoretical and experiment
evaluations to tabular-based iterative (sequential) classification, where we aim
to achieve class separation between target (Home class) and non-target
classes, unlike the previous findings where we tried to find the optimal path to
the single target-normal class.

Learning is again based on stage-by-stage progression using the medical
MIMIC-III clinical database. We preprocess the data based on sequential logic
and obtain three stages, where each stage includes clinical observations of
patients from their recovery process. Although the learning space is not graph-
based, the data processing follows the data, feature, and component
descriptions presented in Section 2. We obtain an ensemble-based iterative
neural network architecture, which uses features and medications at each
stage to correctly identify the medications for each successive treatment stage

12



and in the end perform binary classification to predict whether the patient
(agent) will be discharged to Home (target-normal class) or not. We perform
a joint optimization of the parameters of three networks using an MSE loss
function. Synthetic data is generated based on the preprocessed medical data
to increase the dataset size, and the results show that based on the initial
features and medications, it has been possible to identify actions (treatments)
and classify target/non-target classes with high accuracy treatments for each
learning stage.

Subsections 5.1, 5.2 and 5.3: The iterative classification problem, proposed
feedforward neural network-based iterative ensemble model, and
contributions are listed. A literature review is conducted, and data processing
is presented in detail.

Subsection 5.4: The experimental approach and the iterative ensemble-
based neural network architecture (Figure 4) are described. The approach
uses a treatment prediction network (Network 1) and a feature prediction
network (Network 2) during a given stage to correctly identify the treatments
for each successive stage, and in the end perform binary classification
(Network 3 for output) to predict whether the agent will be discharged to Home
(positive label) or not. In Equation 3, 6,,6,, 65 are the parameters of individual
MSE loss functions L4, L, and L5 (treatment prediction loss for two stages and
output prediction loss) and n is the number of training samples. A joint
optimization of these networks is performed for each epoch.

L = %(Ll(el) + Ly(6,) + L3(63)) 3

Subsection 5.5: This subsection lists the model’'s training and evaluation
results through visualization and F1 score. Good learning performance is
observed, but there is also room for improvement.

Subsections 5.6 and 5.7: Limitations and concluding remarks are provided.

stage: 1 (initial) stage: 2 (intermediate) stage: 3 (final)

SE
s
f‘\ H
v
g
]
i

Figure 4: Multi-stage classification architecture.
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6 Solving a Binary Classification Task using Cartesian Product Action-
Combinations and Neural Networks

This section is dedicated to supplemental findings that, while not directly
central to the TCC problem, provide additional context, experiments, and
understanding. Similar to the previous section, in this section we use stage-
based medical tabular data to correctly classify target/non-target classes.
Here we try to optimize the medical treatments at the stage, analogous to the
task of finding the best action at each stage. For each agent (patient), we try
to identify potential best actions (treatment strategies) at each stage using
distance MSE, MAE, clustering KMeans, Mini Batch KMeans, and distribution-
based Kolmogorov-Smirnov methods, obtain a Cartesian product set and
vector concatenations of all the triplets in the set. The names of the methods
match the respective function names from scikit-learn, SciPy libraries. The
result is a dataset denoting different possible actions, then we perform binary
classification using a feedforward neural networks-based (FNN) model to
check the efficiency of the approach as an extension to the target class
classification task, which implies classifying whether the agent will be
discharged to Home or not. The experiment is described using a medical
context.

Subsections 6.1 and 6.2: The problem is described, and the contributions
are listed. A literature review is conducted.

Subsection 6.3: This subsection first describes the data and data
preprocessing methodology. For each agent, potential best treatments for
each stage are identified using distance MSE, MAE, clustering KMeans, Mini
Batch KMeans, and distribution-based Kolmogorov-Smirnov methods
(Equation 4), obtain vector concatenations of Cartesian product treatment
combinations (Equation 5) over three stages as a treatment dataset and test
them on a classification task.

X; = Tops{f(x,r):x € D;} 4

In Equation 4, D; denotes a dataset from one of the three stages, r is a given
row, f is a given function (method) denoting similarity, and Tops is an operator
that finds the top five arguments maximizing the similarity function f. X; is the
set of five instances.

C = (xli!XZj'x3k):x1i € X11x2j € Xz,X3k € X3 5

In Equation 5, (Xli,xzj,X3k) is the set of all tuples such that x;; is a vector in
Xy, xz; is a vector in X;, and x5, is a vector in X;. C denotes the Cartesian
product.
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Subsections 6.4 and 6.5: The results show that clustering and especially
distribution-based similarity metrics can result in the identification of optimal
actions and dataset formation leading to a classification of the target/non-
target classes with high accuracy. The training performance from a five-fold
cross-validation of the distribution-based method is shown in Figure 5.

Diagnosis:PNEUMONIA, Type:kstest
07 — fold:1
fold:2
— fold:3
— fold:4
fold:5

o 100 200 300 400 500 600
Epochs

Figure 5: Kolmogorov-Smirnov test (kstest) results.
Subsections 6.6 and 6.7: Limitations and summary results are provided.
7 Stochastic Gradient Descent Update Rule using Cosine Similarity

In Sections 4, 5, and 6 it was observed that neural networks struggle to learn
well when stochastic gradient descent (SGD) is chosen as the optimization
algorithm. This work tries to address this problem by providing cosine
similarity-based scaling of the learning rate during gradient descent update in
the multiclass logistic regression algorithm. Here we evaluate the algorithm
not on the preprocessed stage-based datasets as it was done in Sections 3,
4, 5, and 6, but instead on benchmark medical datasets suited for
classification tasks from the UCI Machine Learning repository. The results in
terms of the F1 score show that this approach can potentially improve the
classification performance.

Subsections 7.1, 7.2 and 7.3: The problem, methodology, and contributions
are listed. A concise literature review on the gradient descent-based
optimization methods is provided and the datasets used for the experiments
obtained from the UCI machine learning repository are mentioned.

Subsection 7.4: Cosine similarity between each training record and the
average vector of the training batch is calculated and then the learning rate is
scaled which updates the gradient vector (Equation 6). The rationale is that
the smaller the directional similarity between an instance and the batch
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average, the smaller the update, and vice versa. This is done to prevent
dissimilar records from having a big impact on the gradient update. This
approach is evaluated for standard SGD (Algorithm 2, labeled as Algorithm 5
in the dissertation), SGD with Momentum, and SGD with Nesterov
acceleration for different epochs.

learning rate = Cosine_similarity(i, x) X learning_rate 6

Algorithm 2

Algorithm 5: SGD scaling with Cosine Similarity
Data: X, y, learning_rate, N_epochs, scale
Initialization;
X: vector of size | x n, where n is the number of columns in X;
model.classes: distinet classes in y;
model.loss: y list;
model.weights: zero matrix of size m x n, where m is the number of model classes, n is the
number of columns in X;
model.bias: zero matrix of size 1 x n, where 1 is the number of model classes;
model.predict(): performs linear regression followed by softwax activation:
model.cross_entropy(): calculates cross entropy loss;
model.get_gradients(): calculates gradients of weights and bias;
for  + 1 t0 Nepoons do
for i + 0 to N, do

y_pred=model.predict(X_batch);
loss=model.cross_entropy(y_batch,y_pred);
model.loss.append(loss);
d_weight,d_bias=model.gel
#if scale=True then

cnsinc)imi]arily:cmi||c7:i1m|uril}E)T, X_batch) ;

if cosine_similarity < O then

| continue

end

learning_rate=cosine_similarity x learning_rate
end
model.weights-=learning_rate x d_weight; model bias-=learning_rate » d_bias;

radients(y_batch,y_pred. X_batch);

end

end

* sign in the if statement of Algorithm 2 denotes the scaling, the rest is the
standard implementation of the multiclass logistic regression algorithm.
x in Equation 6 is equivalent to X_batch in Algorithm 2.

Subsections 7.5 and 7.6: The results in terms of the F1 score show that
this approach can improve the models’ classification performance. Concluding
remarks are presented.

8 Algorithmic Complexity Analyses

Complexity analyses of the algorithms are provided. All the algorithms have
higher-than-quadratic complexity.

Summary: Figure 6 presents a high-level visual summary of the dissertation.
Section 7 experiment, which supplements other findings but is not based on
a multi-stage approach is not listed in the figure.
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Figure 6: Visual summary.
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pnywwnpnd £ hwulb], phpwhu-unpdw) nwupt  wdGu  26pnnLd
(thnuned) YuwnwinpGing hwgnpnwywu gnpdnnnipnLultn:

e Unnbutph Jhwynpdwl (model ensemble) ypw hhuuwé huinbGpwunhy
UGjpnuwhu gwugh dwpunwpwwbungenlt® ugdyws Gpbp wnwudhu
UGjpnuwhu gwugbphg, npnup Ywpnnwunwd BU nwdt) phpwhuwihU/ng
rhpwhuwjhlu nwutph nwuwywpgquwl punhp (GpUnLwywl nGwp),
npwbu TCC fuunph punjujunid” uunwptbind Gptp gwugbph Jhwgjwy
owunhdwjwgntu oquwgnnsdtiny pd2ywywl wnyjwutn:

e Ugnpppdwywl pUpwgwywnpg, npp Ynuhuncup Udwunipjwl ypw
hhuudwé Unuintbgdwlu dhongny thnpénwd E pwpbudtb] gnwnhGuwnh
wlyuwl nruncgwunwdp pwqdunwu [nghuwnhy nGgpGuhwynwd;  wju
thnpéwnydt) E nie tnwpptp pd2ywywl indjuubph hwywpwsdnlutph
Unui:

MopenupoBaHue 3agay AMHaAMMYECKOro pacrno3HaBaHUA ¢
ucnonb3oBaHueM rpacdoBbIX anrOpUTMOB U METOA0B MaLUHHOTO
oby4eHus

Pestome

B cdepe peKkypCMBHO-UTEPALMOHHBIX  anropuTMOB  Knaccudukauum
BO3HMKAET npakTuyeckass HeobxoaMMOCTb B pas3paboTke HOBbIX METOAOB,
cnocobHbIX MocneaoBaTenbHO krnaccuduuympoBatb 06bEKTbI K 3a4aHHBIM
knaccam. B pamkax pgaHHon paboTbl uMccnegyeTcs  AuHaMUYecKoe
pacrnosHaBaHue OOBLEKTOB C WHTeprnpeTrauuer Ha MeauuUHCKMX Habopax
OaHHbIX, cocpefjoTayMBasicb Ha npobneme knaccudukaumm LeneBbiX
knaccos (TCC). 3t1o npepnonaraet knaccudukauuo/pacnpeneneHne
areHToB (obbekToB) B knacc  "ueneBon-HOpManbHbIN" yepes
nocnegoBartenbHble warn. Pabota HaumHaeTrca Cc Teopuu rpadoB U
OVCKPETHON ONTUMMU3auMK, 3aTem Mbl MornyyYaem 3KCnepuMeHTanbHble
pe3ynsraTtbl C MOMOLLLIO NPOUEAyp MNOCreaoBaTenbHOro MOAENVMPOBaHUS,
Takux Kak nounck rpacpos 1 obyyeHue ¢ nogkpenneHneM. HecMoTps Ha To, 4TO
avnccepraumsi  COAEPXWUT  3HaYuTernbHble  KOMMOHEHTbl  obpaboTkm 1
MOAENUPOBAHUS MeOQNLMHCKMX AaHHbIX, Mbl YOensem 3HaunTenbHo bonblue
BHUMAHUSA  anropuTMUYECKUM  peanusaumsM, YTO MOXET MO3BOMNUTb
MCnonb3oBaTb 3TW NOAXOALI U ANs ApYrux obnacTeil.
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[aHHasa 3agada nmeeTt Hambornbluee CXOACTBO C 00nacTbio UccrneaoBaHWUin
nepapxm4deckoro oby4enus ¢ nogkpennexHuem (HRL), kotopasa obecneunsaert
NoaxoA «pasfensan n BnacTeyin», abeTparnpys cnoxHelie npobnemsl Ha 6onee
menkve noasagadn. HRL nbiTaeTca AOCTUYb KOMMO3ULMOHHOCTM, UCMONb3YS
OBa OCHOBHbIX MexaHu3Ma: BpeMeHHble abcTpakumm u abceTpakumm
cocTtosiHuA. B guccepraumm Mbl CTaBMM KOMMO3ULMOHHOCTb U CTaguiHoe
MOJENMPOBaHME Ha OCHOBE HaLUMX 3KCMEPUMMEHTOB, 4TOObI paspaboTaTb
anropuTMMYECKMA M NPOrPaMMHBIN  UHCTPYMEHTapuin  Ans  peLlueHus
noctaeneHHon 3agaun TCC. Vcnonb3ys MeguuMHCKMe Habopbl AaHHbIX,
npobnema wuccrnegyeTtca He TOMbKO C  TOYKM 3peHusi obyyeHunss cC
nogKpenneHnemM, HO U C TOYKM 3pPEHUst MOCTPOEHUsI rpadoB M Mowcka
onTUmanbHOro NyTn B rpade, aHcambneBon UTepaumMoHHONM Knaccudukaumm
N KOMOUHATOPHOW OMTUMM3ALIMMN, UCTONb3Yst METOAONOMNU MHpoOpPMaTUKL U
MaLUMHHOro obyyeHus, rae npeanararTcs anropuTmel, JalowmMe Banugaumm
1 nonyyarowue npuknagHble pesynsraTtbl.

Llenb aucceprauumn

e CdpopmynumpoBaTb MaremMaTtn4eckoe onvcaHve 7 aHanms
nocrnegoBaTernbHO Knaccudmkaumu/pacnpeneneHms ueneBbIX
KnaccoB v NpeanioxXnTb MaTemMaTnyecKyo Mogernb, CoCOBHY0 pewnTb
3Ty 3ajadvy C TOYKM 3peHus Knaccudukauum u norvku nepexoga B
LeneBou knacc.

e ViccnepoBatb Nony4YeHHyo MaTemaTn4yecKyto mMogenb c
CYLLECTBYIOLNMM  HaMNpaBneHusMW  UccrnegoBaHuin B obnactu
WH(OPMAaTMKM U MaLLUMHHOTO OOyYeHWsi, TakMMK Kak MOMCK nyTen B
rpadax, oby4eHve c nogkpenneHnemM 1 utepatuBHas knaccudukaums,
ANs [OMOSIHEHUS] TEOPETUYECKMX pPe3ynbTaToB  anropuTMUYECKON
OLEHKOW UM  CO34aHUst  NPaKTUYECKOr0  WHCTPYMEHTapusi  Ans
mMogenupoBaHust u aHanunsa TCC.

e [lpeanoxutb anropuTMuMyeckne noaxodbl K MNocrenoBaTenbHON
(noatanHown) knaccudmrkaumu/pacnpegeneHmnio LeneBblX KNaccos.

Hay4yHbI BKnag B guccepraumio

e Marematudeckoe GopmMynMpoBaHne, onucaHue v MogenupoBaHue
3agauu pacnpegeneHus ueneBbIX Knaccos. MpocTenwmn
AETEPMUHMPOBAHHBIN Cry4an 3ajayn aHanusuMpyetTcs U peluaeTcs C
MCnonb30BaHNEM TEOPETUKO-TPadpOBbIX anropUTMUYECKUX NOAXOAO0B.

e Anroputm peleHuns 3agaum TCC ona HegeTepMUHMPOBAHHOIO Criyyas
C MCMonb30BaHWEeM HanpaBneHHbIX auuknudeckux rpagos (DAG),
OUEHUBaEMblX Ha MEOMUMHCKMX Habopax AaHHbIX. AnropuTtm
dopMmMpyeT rpynny gocTyna k 6a3am AaHHbIX C HECKOMbKUMMW CITOSIMU,
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a 3aTeM WWET KpaT4yanwuii nyTb K BepLUMHE, COOTBETCTBYOLLEN
uernesomMy  HopmanbHoMy  knaccy. O6ecneumBaeTcs  pyHKUMSA
CTOMMOCTU M AonyCcTMMas 3BpUCTUYECKas PyHKUMS ANS ONTUMAanbHOro
nytv. MeTogmMka OUEHKM pesynbTatoB  MoOUCKa Ha  OCHOBE
Knactepusaumm 1 GeccepBepHbI NOAX0H, OCHOBaHHLIN Ha 63keHa 1
obnayHbIX MeTogax Ans ganbHenLWwen OLUEeHKHN.

AnropuTm, obyyatomin anroputmel 06y4eHns ¢ nogkpenneHnem Deep
Q Networks (DQN) u Value lteration ansa [OCTWXEHWS BEPLUMHBI,
COOTBETCTBYHOLLEN LIeNeBOMY HOpMarbHOMY Knaccy B MHOMOCNOWHOM
rpachoBOM nNpeacTaBneHnV ANs peLleHns HegeTePMUHMPOBAHHOMO
cnyyaa 3agadu knaccudmkauum Lenesoro krnacca. B pesynbrare
€034aeTcs MHOFOCMOWMHbIA rpad Ha nNpuMepe MeAUUMHCKMX HabopoB
OaHHbIX, PopMMpOBaHME NPOCTPaHCTBA COCTOSIHWIA C UCMONb30BaHNEM
CBA3HOCTM W 0Oy4YyeHUs C NogKpemnrneHvem, a Takke anropuTMoB
obyyeHuss C nogkpenneHvem, CcnocobHbiXx 0OOy4aTbCsi Ha TakoM
npeacTaBneHnM W BbIMOMHATbL MOCNENOBaTeNbHOCTbL AENCTBUMA Ha
pasHbIXx 3Tanax (cnosix) Anst OOCTUXEHUSA LEeneBOoro HopManbHOro
Knacca.

ApXMTEKTypa UTEPaLMOHHON HEWPOHHOW CETM Ha OCHOBE aHcambns,
COCTOSILLAasA U3 TPEX OTAENbHbIX CETEMN, CNOCOBHbIX KnaccnuumpoBaTb
uenesble/HeUeneBble knaccbl (BMHapHbIM  criyyan) B KayecTBe
pacwupeHns 3agaum TCC, KoTopas BbINOMHAET COBMECTHYHO
ONTUMM3ALMIO TPEX CETEN C MEOULNHCKMMU AaHHBIMMU.
AnropuTmudeckaa npouenypa, HanpaeneHHasi Ha o ynydleHue
oNTMMU3aLUN rpagueHTHOro Crycka nyTeM NpeaocTaBneHus nogxoaa,
OCHOBa@HHOIO Ha KOCWMHYCHOM nopobun, ans MacltabupoBaHusi
ckopocTu obyyeHust B npouecce 0OHOBMEHNS rpagueHTHOro crycka B
MHOTOKITAaCCOBOW foructudeckon perpeccum. NMogxon nporectnpoBaH

Ha BOCbMU MeONLUHCKUX HaGOan OaHHbIX.
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