INSTITUTE FOR INFORMATICS AND AUTOMATION PROBLEMS OF THE NAS
RA

Hayk Gasparyan

ENHANCING SOLAR PANEL ANALYTICS THROUGH RGB-MULTISPECTRAL
DECOMPOSITION AND HARMONIC NETWORKS

ABSTRACT

of the dissertation for obtaining a Ph.D. degree in Technical Sciences on specialty
05.13.05 “Mathematical modelling, numerical methods and program complexes”

Yerevan 2025

22 2UU PLHSNLUUSPUUSE G4 UdSNUUSUSU UL MPNRLEU LELR
PLUSPSNPS

zuyl] Unbwhh Guuyupyua

Unluyght Mwabkjobph dhpmodnipjud Aupbiuyniip Ogunugnpobing RGB-hg
Unyuhuybupuwy Spnhnd b Zwpdnihy Swaghp

5.13.05 - «Uwpbiwwnhulub dnnbpuynpnud, pyuyhi depnniobp b opugpkph
hwdwihpobip» dwutwghnnipyudp mbluohiuwa ghnnipyniidbph piljowonih
ghunwuljuid wunmhdwioh hudwp

UG\UusGrr

Bpliwb 2025



Relevance of the Research

Solar Photovoltaic (PV) energy is now among the leading renewable energy sources world-
wide. The global installed capacity for solar PV increased from roughly 40 Gigawatt (gW)
in 2010 [1] to more than 1.6 Terawatt (tW) by 2023 [2], driven primarily by the decreasing
cost of solar modules, favorable clean energy policies, and growing investments from both
the government and private sectors. Despite this growth, the profitability of large-scale solar
farms remains sensitive to different factors. The performance of PV modules largely de-
pends significantly on environmental conditions (e.g., dust, snow, shading), internal module
faults (e.g., poor connections), and outer physical conditions (such as cracks, hot spots), as
demonstrated in Figure 1. Field data and financial analyses indicate that these faults lead to
three significant impacts:

* Tiny hidden faults like dust that shades a cell, hair-line cracks, bad connectors, or
hot-spots trim about 3-5% of yearly output. Field inspections show that 1-12% of
modules already have such defects within the first two years, and unchecked hot-spots
may even ignite fires [3], [4].

* Only a 1% annual decrease in solar plant performance can translate into €3 billion
lifetime revenue losses, significantly affecting the financial viability of large-scale
installations [5]. Current studies estimate global annual losses due to undetected
faults between €3 and €15 billion.

» Well-kept modules typically fade by only 0.5% per year, staying close to 90% of
their power after 20 years [6]. Dirt, moisture, and thermally stressed hot-spots speed
annual degradation beyond 1%, cutting useful life and forcing earlier, costly replace-
ments [7].

Therefore, monitoring and maintaining optimal solar panel performance is crucial to
minimizing energy production losses.

Currently, three primary approaches exist for monitoring PV installations, each with
unique costs, accuracy, and operational constraints (as described in Table 1).

Manual inspection methods involve visual checks, thermal imaging, and electrolumi-
nescence testing. Although these methods can provide detailed assessments, they are ex-
pensive, costing approximately 1, 500 per Megawatt (mW), and are highly labor-intensive,
requiring over 25 hours per 1, 000 panels. Current global installations translate into roughly
45 continuous years of inspection work. Additionally, the accuracy of manual inspections
is limited, with error rates reaching up to 30%, mainly due to human factors [8], [9]. This
translates into ~ 6% annual energy loss.

Alternatively, embedded sensor systems offer automated continuous monitoring by
embedding sensors and Internet of Things (IoT)-based devices directly into PV arrays.
Despite their automation advantages, these systems have substantial initial costs, reaching
approximately $10,000 per MW. Additionally, embedded sensors typically require replace-
ment every 2-5 years due to performance degradation, significantly increasing operational
costs. Measurement inaccuracies from these sensors can reach more than 2%, potentially
leading to significant annual production losses of around 7-10% [10].
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Ficure 1: Solar PV fault examples.

TaBLE 1: Comparison of PV-array monitoring approaches

Metric Human Inspection Embedded Sensors UAYV Monitoring
Typical cost < $1,500 MW ! ~ $10,000 MW ! 50-90% cheaper
Inspection time < 25hMW! Real-time, continuous  ~ 85% faster
Maintenance cycle  Crew on demand Swapped every 2-5yr  Battery recharge
Accuracy/error Up to 30% error 2> 2% sensor error 1-5% false detections
Energy impact ~ b—6% annual loss ~ 7—10% annual loss =~ 0.5% residual loss

In contrast, UAV-based monitoring provides a promising alternative that addresses many
limitations of the previous methods. UAV monitoring substantially reduces operational
expenses by 50-90%, compared to manual inspections and embedded sensor systems. [11].
Furthermore, UAV inspections can save approximately 85% time to cover equivalent areas
[12], and through advanced deep learning analytics, UAV systems achieve fault detection
accuracies between 95% and 99%, which translates into an estimated annual losses of just
about 0.5% [13].

Camera Types. The first vital factor is the choice of camera. Different cameras signifi-
cantly impact efficiency, performance, accuracy, and cost. In this field, four primary camera
categories are used, each possessing distinct strengths and limitations. Table 2 summarizes
the advantages and disadvantages of these camera types.

1. Visible Red-Green-Blue (RGB) camera captures three discrete spectral bands cor-
responding to red, green, and blue light. These images typically offer high spatial
resolution but limited spectral detail. RGB cameras are also sensitive to noise and
varying lighting conditions. However, their widespread availability and relatively low
cost make them a common choice.



TaBLE 2: Comparison of camera types for solar panel monitoring

Camera Type Bands Advantages Disadvantages
Visible RGB 3 (Red, Green, Blue) High spatial resolution; Limited spectral detail;
widely available; low sensitive to noise and
cost. lighting variations.
Thermal 1 (Infrared) Effective at detecting Lower spatial

temperature differences

resolution; high-end

Electroluminescence (EL)

and hot spots. units are relatively
expensive.

Requires dark
conditions and external
power; bulky and

expensive equipment.

1 (Emitted under
electrical bias)

Reveals micro-cracks,
inactive cells, and
contact defects.

Multispectral 4-400+ narrow bands Rich spectral Heavy and costly; less
information; practical for UAV
Non-sensitive to deployment.

environmental effects.

2. Thermal camera records emitted infrared radiation in a single spectral band, making

it effective for detecting temperature variations on solar panels. Despite their effec-
tiveness, thermal images typically possess lower spatial resolution and might miss fine
structural details. Additionally, high-quality thermal cameras are significantly more
expensive than standard RGB cameras.

. Electroluminescence (EL) camera generates single-band images capturing electro-
luminescent emissions from electrically biased panels. EL imaging effectively iden-
tifies micro-cracks, inactive cells, and contact defects. However, EL cameras require
dark conditions and an external power source to energize panels. Thus, EL. cameras
cannot operate independently on UAV platforms and typically serve as supplemen-
tary devices. Additionally, their relatively large size and higher cost further constrain
their UAV applicability.

. Multispectral camera captures numerous narrow spectral bands (up to hundreds in
the case of hyperspectral cameras), providing detailed spectral information, which
is crucial for precise material discrimination. While multispectral imaging is highly
effective for monitoring tasks due to its comprehensive spectral detail, these cam-
eras are heavier and considerably more expensive, limiting their suitability for UAV
applications.

Multispectral Cameras. Multispectral cameras record a scene with /N narrow wavelength
bands, rather than a standard sensor’s three broad RGB channels. The raw data form a
spectral cube

I(xaya)\k)v k=1,...,N,

where each band index £ captures a small wavelength window

e =55 A+ 52
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Ficure 2: (a) Comparison of Multispectral and RGB images with their corresponding wavelengths
[14], (b) example of multispectral image. Each band corresponds to a specific wavelength, represent-
ing different types of features [15]

centered at A\ (for example, Ay = 450nm, Ay = 550 nm, and so on). Each pixel is
therefore described by an /NV-dimensional spectral vector

l'(l‘,y) = [I(l‘,ya )\1)3 [(:]’J,y, AQ)? s ,I(IIZ,y, AN)]Ta

Figure 2 (a) shows the difference between this concept and a standard RGB image.
On the left, the stack of colored slices represents the /V individual bands that make up a
multispectral cube; the curve represents the intensities of wavelengths Ay in a small patch
or pixel. On the right, an RGB camera compresses the same scene into only three wide
channels, shown by the blue, green and red bars; spectral information is averaged across
bands into three channels.

Figure 2 (b) demonstrates the practical benefit: the healthy skin of an apple is bright
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in the near-infra-red (NIR) band at A = 750 nm, while a hidden bruise absorbs NIR and
appears dark in that slice. In the short-wave range (1350 nm to 1650 nm) additional small
surface defects become visible. Once the bands are separated, these faults are easy to detect.

The same principle works for solar panel inspection. Silicon cells (solar panels are made
of silicon) show characteristic absorption in the short-wave range (1100 nm to 1500 nm),
so panels can be better visible in just two or three specific A; bands while remaining almost
invisible in raw RGB. Algorithms that work on r(x, y) instead of (R, G, B) reach 10-20 %
higher F'; scores for segmentation and fault classification [16]. Despite all these advantages,
multispectral cameras can bring additional complexity and challenges.

Challenges of multispectral cameras

1. Non real-time operations: The majority of multispectral systems depend on spatial
scanning [17]. The reason is that the sensor must traverse the scene or wavelength
range sequentially.

2. Motion: Multispectral cameras have more prolonged exposure or scan times, which
make it difficult to capture scenes that contain motion. Some solutions, such as
mosaic filter arrays [18] bring a speed close to real-time multispectral capture. Still,
they decrease the spectral and spatial resolutions, which are the main advantages of
multispectral cameras.

3. Cost: Even low-cost multispectral/hyperspectral cameras remain expensive (typi-
cally $ 10-$100k), heavy, and power-consuming, limiting their usage on UAV plat-
forms. These factors limit the widespread deployment of multispectral/hyperspectral
cameras in drone-based applications.

4. Band size: The band size of multispectral images can have up to 400 channels (called
a hyperspectral camera), and their processing requires a lot of computational power.
Moreover, much of the information can be unnecessary and acts as noise for algo-
rithms.

Challenges in UAV-based monitoring pipeline

* Input image quality: Input RGB images captured in aerial images often suffer from
low visibility, low quality, noise, poor contrast, and other degradations, making sub-
sequent algorithms less accurate.

* Solar panel localization: Solar panels must be automatically detected or segmented
in the image. Such algorithms help to analyze only solar panel regions, ignoring
complex background scenes.

 Fault classification: Faults must be classified into different types.

* Accuracy and computations: All these challenges must be solved with high preci-
sion and accuracy, while maintaining minimal computational complexity.



To overcome these challenges and limitations, this thesis introduces a Multispectral De-
composition (MD) method that generates multispectral bands from a standard RGB image.
MD “decomposes” RGB data into separate spectral channels, offering multispectral-like
features with affordable, lightweight RGB cameras. We demonstrate that MD significantly
improves performance on critical monitoring tasks, addressing real-world challenges in so-
lar panel inspection.

The Goal of the Thesis

The goal of this thesis is to address the challenges presented above and develop reliable,
fast, and accurate deep learning based Computer Vision (CV) algorithms/models essential
for an advanced automated solar PV monitoring system. To achieve this goal, the following
technical tasks are set:

1. Develop a general RGB-to-multispectral decomposition network

2. Design an efficient spectral band selection strategy

3. Develop an efficient Chebyshev transformation-based segmentation framework
4. Implement an efficient and accurate harmonic fault classification networks

5. Evaluate the system on key metrics, including accuracy, computational complexity,
and generalization to other applications

Structure of the Thesis

Figure 3 illustrates the structure of the thesis, its Chapters, their connections, and corre-
sponding contributions in the overall system.

[ Introduction (Chapter 1)
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[ Conclusion (Chapter 6) }

FiGure 3: Structure of the thesis.



Chapter 1 serves as an introduction. It gives the definition and the motivation of the
problem, highlights main challenges, sets the goal of the thesis and technical objectives,
provides main contributions, lists the publications in the scope of this thesis, and emphasizes
the impact of the thesis.

Chapter 2 aims to develop a generalized multispectral decomposition framework that
addresses critical limitations of existing RGB-to-spectral reconstruction methods. Despite
achieving very low pixel-wise reconstruction errors, current deep learning-based approaches
still suffer from poor generalization across diverse lighting conditions and varying cam-
era sensors. Besides, they cannot decompose a variable number of spectral bands, re-
sulting in redundant, blurred, and less informative outputs. Moreover, they lose crucial
details and lack evaluation on downstream remote sensing tasks. To overcome these chal-
lenges, this Chapter proposes Retinex-based [19] spectral reconstruction pipeline. First,
an illumination-invariant enhancement step is introduced, ensuring consistent performance
across diverse real-world scenarios. The step is designed to extract intrinsic reflectance R
and scene illumination L from UAV imagery. Here R contains the materials’ colors and
fine textures of the scene and is invariant to lighting, whereas L is a smooth, single-channel
map that captures overall brightness. According to Retinex theory [19], an observed RGB
image I can be expressed pixel-wise as

I(z,y) = L(z,y) R(z,y),  (z,y) € Q. ¢))

The problem is that both L and R are unknown, and it makes this extraction an ill-posed
problem: infinitely many pairs (L, R) satisfy the same product. To find an optimal solu-
tion, this Chapter introduces an RSD-Net [35], a two-branch network trained on matched
low- and normal-illumination views of the same scene. Next, a developed Frequency En-
hanced Multi Stage Transformer (FEMST) network decomposes 256 spectral bands. Over-

] 7 =
RSD-Net o . FEMST

Input Image

Top K
Band
Selection

Ficure 4: Overall pipeline of Multispectral Decomposition (MD) framework
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TasLE 3: NTIRE 2022 HSI validation results.

Method Params (M) FLOPs(G) MRAE| RMSE| PSNR?T ESt
HSCNN-+ [20] 4.65 304.45 0.3814 0.0588 26.36 0.802
HRNet [21] 31.70 163.81 0.3476 0.0550 26.89 0.812
EDSR [22] 242 158.32 0.3277 0.0437 28.29 0.845
AWAN [23] 4.04 270.61 0.2500 0.0367 31.22 0.861
HDNet [24] 2.66 173.81 0.2048 0.0317 32.13 0.870
HINet [25] 5.21 31.04 0.2032 0.0303 32.51 0.882
MIRNet [26] 3.75 42.95 0.1890 0.0274 33.29 0.886
Restormer [27] 15.11 93.77 0.1833 0.0274 33.40 0.887
MPRNet [28] 3.62 101.59 0.1817 0.0270 33.50 0.890
MST-L [29] 2.45 32.07 0.1772 0.0256 33.90 0.894
MST++ [30] 1.62 23.05 0.1645 0.0248 34.32 0.903
FEMST (Ours) 1.72 19.9 0.1405 0.0197 35.12 0.912

TaBLE 4: Retinex decomposition results on LOL dataset.

Model PSNR SSIM RMSE MRAE

R2RNet [31] 20.21  0.816 0.115 0.105
Retinex-2021 [32]  16.77  0.562 0.248 0.129
Deep Retinex [33] 16.77  0.425 0.275 0.272
KinD++ [34] 21.80  0.829 0.102 0.098

RSD-Net (Ours) 2249 0845  0.085 0.083

all pipeline of the framework is presented in Figure 4. FEMST uses a novel frequency-based
attention block, which reduces spectral redundancy and enhances distinctiveness among
neighboring bands. Finally, a band selection is designed to select the top K bands (user
determines K depending on the task).

The main results in this chapter are the improved quality of reflectance extraction and
the better general decomposition of multispectral bands from RGB images. Strong com-
puter simulations prove the superiority of RSD-Net and FEMST against other state-of-
the-art methods. Key image similarity and reconstruction metrics (such as PSNR, SSIM,
RMSE) are utilized for evaluation. Additionally, this chapter proposes an entropy-based
(ES) measure for quantifying spectral information in bands, which is a gap in existing meth-
ods. Two benchmark datasets (LOL [33] and ARAD-1k [36]) are used for the training
and comparison of the proposed 2 networks with existing state-of-the-art methods. Tables
3 and 4 summarize the results and show that the proposed networks outperform existing
methods across different metrics.

Chapter 3 creates a Solar Panel Segmentation (SPS) framework, called MSS-Net (Mul-
tispectral Segmentation Network) [37], which is first to utilize Multispectral Decomposi-
tion (MD) for the segmentation task. The MD (from Chapter 2) solves challenges that
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Ficure 6: Band decomposition results for some band indexes: a) reflectance image b) index 1 ¢)
index 5, d) index 10 e) index 15, f) index 25, g) index 30.

most segmentation methods face during remote sensing image analytics. They often fail to
adequately consider the intrinsic physical characteristics of solar panels, such as color and
texture, which often translates into false positive errors. Besides that, remote sensing aerial
images commonly have low resolution and various degradations, which pose a challenge in
differentiating small panels from their surroundings. Moreover, their high computational
demands and large trainable parameter size limit real-time applications and their general-
ization to different complex scenes. To address these challenges, this Chapter integrates a
multispectral decomposition framework, introduced in Chapter 2. An efficient band selec-
tion mechanism is designed to select the optimal bands, containing rich information about
solar panels, and reduce the information from other objects. This minimizes the possi-
ble false positive errors of other SOTA methods. Moreover, a Chebyshev Transformation
(CHT) layers are introduced and integrated in the network to keep it efficient and reduce
trainable parameters, thus reducing overfitting and generalization errors. Figure 5 illustrates
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the architecture of MSS-Net, and Figure 6 shows some of the decomposed bands. The pre-
sented method is validated on three publicly available SPS benchmark datasets (BDAPPV
[38], PV [39], and DeepSolar [40]). The comparison of the performance of MSS-Net is
made against other methods, including CNN-based and transformer-based networks, show-
ing that the proposed framework outperformed all SOTA methods across several key eval-
uation metrics, while reducing the trainable parameter size multiple times. Moreover, the
ablation study analysis shows the effectiveness of each module, including the multispectral
decomposition step.

Chapter 4 solves the main fault classification task in the monitoring pipeline. Exist-
ing Visual Transformer (ViT)s are considered as SOTA models in classification tasks, but
have limitations such as quadratic computational complexity and a large training dataset
requirement. As demonstrated in this Chapter, some redundancy of learned features also
arises from self-attention blocks. To address these limitations, this Chapter aims to develop
lightweight and efficient Fast Fourier Trasnform Power Coefficient (FFT-PC) and Slant Fast
Orthogonal Transformation (SFOT) modules to replace existing self-attention layers of vi-
sual transformers, achieving comparable accuracy to vision transformers while significantly
enhancing computational efficiency. In parallel, the Spatial Power Coefficient (S-PC) mod-
ule uses architectural concepts from [41] to enhance edges in the spatial domain, fusing its
output with FFT-PC in the frequency domain.

Learnable Beta Coefs. Leamable Filter

3
3
=
S
5

Concat and Conv

Conv KxK

Conv 3x3

FiGure 7: Overall architecture of MobileFFT or MobileSFOT.

Two new networks are developed based on FFT and Slant transformations, called Mobil-
eFFT and MobileSFOT, which are illustrated in Figure 7. Compared to standard transformer-
based attention blocks, the proposed approach achieves approximately 4 x fewer Giga Floating-
Point Operation (GFLOP)s (1.26 GFLOPs), ~ 2.5 fewer parameters (1.45 M), reduced
inference latency, reduced Graphics Processing Unit (GPU) memory usage, and lower en-
ergy consumption (as shown in Table 5). This allows near-real-time Central Processing
Unit (CPU) performance with low classification error and high precision (Figure 8).
Chapter 5 evaluates the generalization and performance of the multispectral decomposition-

based pipeline on other tasks. This Chapter proposes a novel solution (MSSOD-Net) [42]

to solve Salient Object Detection (SOD) problem. SOD aims to identify the most visu-
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TaBLE 5: Comparison of computational complexities

Model Params. GFLOPS Thrp. GPU Thrp. CPU Energy Power
MobileNetV3 1.50 0.15 98 875 5.17 99.2
EfficientNet 7.70 1.75 48 393 24.30 109.5
DenseNetl21 7.00 7.46 37.6 292 31.90 124.5
DaViT-T 27.50 12.94 52.1 419 49.10 133.5
GCViT-xxt 11.48 3.90 49 300 30.50 112.0
MobileViT-xs 2.00 1.86 59 420 14.80 121.7
DFFformer-s18 28.00 9.93 24 164 66.40 112.8
GFNet 7.10 10.00 54 345 34.70 121.4
MobileFFT 1.45 1.59 97 558 9.80 105.4
MobileSFOT 1.45 1.26 71 506 8.40 102.7
MobileFFT-light 0.70 0.14 194 915 3.40 91.5
MobileSFOT-light 0.70 0.11 168 850 3.20 89.9
ROC Curve Precision-Recall Curve Confusion Matrix
1.0 1.0 1 == PR Curve (AUC = 0.73)
= 0.9
§0'8 0s | Negative 32
% 0.6 §07 1 z
= 0.4 & =
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Pg —— ROC Curve (AUC = 0.84) 0.3
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(a) (b (©)

Ficure 8: Results of MobileFFT network on ELPV binary classification dataset. (a) ROC curve, (b)
Precision-Recall curve, and (c¢) confusion matrix.

ally prominent objects in images, crucial for tasks like image segmentation, visual tracking,
autonomous navigation, and photo cropping. Initially, the RGB image is enhanced and
decomposed into multiple spectral bands, enhancing the representation of salient features
by capturing richer spectral information. Next, the bands containing the most salient in-
formation are identified and selected using a newly developed entropy-based measure
operating in the frequency domain. A new synthetic RGB image is generated through the
chosen bands, emphasizing salient objects more distinctly than the original input. Finally,
a segmentation model processes the fused input (original and synthetic RGB), significantly
improving the accuracy and reliability of salient object segmentation, especially in com-
plex remote sensing scenarios. Figure 9 illustrates the overall architecture of the pipeline.
Comprehensive experiments on publicly available benchmark datasets validate the supe-
rior performance of MSSOD-Net compared to state-of-the-art approaches. Table 6 shows
the successful detection of salient objects by MSSOD-Net across several metrics compared
to other state-of-the-art methods. The experiments demonstrate that the proposed multi-
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FIGURE 9: Overall architecture and workflow of MSSOD-Net.

TaBLE 6: Quantitative comparison of proposed method against others on EORSSD dataset

S-Measuret MAE| adpFM{T meanFM7T maxFM?T adpEM7T meanEM1{ maxEM?T

SRS 0.485 0.178  0.647 0.524 0.612 0.323 0.192 0.253
GCR 0.568 0.158  0.484 0.577 0.670 0.204 0.330 0.403
DeepLabV3 0.826 0.018  0.826 0.874 0.902 0.602 0.682 0.711
GSANet 0.801 0.025  0.834 0.856 0.871 0.616 0.670 0.689

MSSOD-Net 0.841 0.017  0.854 0.881 0.912 0.637 0.703 0.731

spectral decomposition method effectively generalizes to a broader range of remote sensing
applications beyond solar panel monitoring tasks.

Chapter 6 concludes the thesis and summarizes the results and key contributions.
Contributions and Impact
The key contributions of the proposed methods and frameworks are:

1. Introducing FEMST, a novel multispectral decomposition framework featuring RSD-
Net and frequency-attention blocks.

2. Developing MSS-Net, the first multispectral segmentation pipeline utilizing Cheby-
shev transformations.

3. Proposing lightweight transformer modules based on harmonic transforms instead of
self-attention layers, significantly reducing computational complexity, energy con-
sumption, and redundant information in transformers.
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4. Evaluating the Multispectral Decomposition (MD) pipeline by extending it to salient
object detection (SOD), achieving superior performance via a new entropy-based
band selection metric.

5. Extensive benchmarking demonstrating the superiority of developed frameworks against
existing state-of-the-art models
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Impact - This thesis makes a strong contribution to industry and academia by presenting a
general framework that extracts multispectral-level insight from an RGB camera. Besides
the main problems this thesis addresses, it can impact other domains as well:

1. Bridges, pipelines, and power-line corridors and other structures can be surveyed
in a single pass with a low-cost camera.

2. In agriculture, UAVs can map water deficits, dry areas, yield variations, plant dis-
eases, and animals. The system can easily detect and segment every category of
interest using multispectral bands.

3. Military applications have tasks that rely on night-vision, infrared, or near-infra-red
(NIR) imagery. The proposed methodology can enhance low-light scenes and extract
infrared-like bands from the multispectral decomposition.

4. In computer vision research, a paired RGB-multispectral dataset can be generated
for training and benchmarking.

5. Biotech and healthcare can benefit from the proposed framework by getting spectral
channels from standard microscopes. This can be combined with automatic segmen-
tation in tissue and cell studies.
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3akntoueHue
lacnapaH Aiik ApHakoBuY

YnyulueHue aHanu3a COMHEYHbIX NaHesnelf ¢ NOMOLLbIO MHOTOCNEKTPabHOM
Aekomnosuuun RGB u rapmonunyeckux certeit

Pa6ota nocesilleHa aBTOMATU3MPOBAHHOMY MOHWUTOPUHTY COMHEYHbIX MaHenell ¢
UCMONb30BaHUEM  MynbTUCMEKTpanbHOi  gekomnosuumnm  RGB-usobpasennii u
rapMoHuyeckux ceteid. Llenblo unccnefoBaHWA ABNAETCA CYLLECTBEHHOE MOBbILLEHWE
3p(PeKTUBHOCTU, TOYHOCTU U  MPAKTUHECKON MPUMEHUMOCTU  BULEOMOHUTOPUHTa,
OCYLLLECTB/IAEMOrO C MOMOLLLbIO 6eCcnMnoTHbIX NeTatenbHbix annapatos (BI1J1A).

AkTyanbHocTb pa6oTbl obycnoBneHa Tem, YTO OOHapyeHME U aHanu3 MHOFOYMCIEHHbIX
DecheKToB, BO3HUKAIOLLMX B MPOLLECCE WUCMONb30BaHUA COMHEYHbIX MaHeneil (Takux Kak
Mbib, MUKPOTPELLMHbI, HapyLUeHUA COEAUHEHWI, 3aTeHeHue), npeacTaBnAeT coboit
CNOMHYIO 3a4a4y, HanpAMYIO BAMUAIOLLYIO Ha 3(PDEKTUBHOCTL NX PaboTbl M NPUBOJALLYIO K
3HauYUTeNbHbIM noTepaM 3Heprun. CylecTByloLME Ha CErofHALLIHWI JeHb MeToAbl
MOHWTOpPUHra (Py4HOI OCMOTP, BCTPOEHHbIE CEHCOPHbIE CUCTEMbI U ucrnonb3osaHue BI1J1A)
obnafaloT pAAOM OrpaHUYEHUn U HEMOCTATKOB: BbICOKAA CTOMMOCTb, OrpaHWyeHHas
CKOpPOCTb paboTbl, HU3KaA TOYHOCTb U [pyrue HeJoCTaTKu.

OcHoBHas Lenb pa6oTbl — paspaboTka 3(pheKTUBHDBIX, BbICOKOCKOPOCTHbBIX U HAEMHbIX
BU3YyanbHbIX anroputMos rnybokoro obyyeHuA, obecrieunBaoOLLMX BbICOKUIA YpOBEHb
aBTOMaTM3UPOBAHHOTO MOHWUTOPWHIA COJIHEYHbIX NaHeneil U cnocobHbix NpeogonesaTb
orpaHu4YeHUs CyLLLECTBYOLLIUX MOAXOM0B.

Haylmaﬂ HOBMU3HaA N OCHOBHbIE PELUEHHDbIE I'Ip06ﬂeMbl 3aK/IKYarTCA B CNEAyHOLLEM!

1. Mpepnowena HoBasa TpaHcopmepHaa cetb FEMST, npepHasHayeHHasa pna
U3BNIEYEHUA  MyNbTUCMEKTpanbHblX nonoc u3  RGB-uzobpawenua. [na
acpcpekTBHOrO  pasnomeHus u3  RGB-usobpaxeHua  npepaputenbHO
BbIJENAETCA KOMMOHEHT OTpaxeHua (c momowybto cetn RSD), HesaBucuMmbIiA OT
OCBELLEHNA, KOTOpbIN 3aTemM UCMONb3YeTCA B KayecTBe BXOGHOIO M300parmeHus
ana FEMST. Apxutektypa FEMST Bkntouaer B ceba HepaBHO pa3paboTaHHble
MexaHuW3Mbl BHUMaHuA (attention mechanism), pabotatolme B YacTOTHOM
obnactu

2. PaspabotaH  anroputM  MynbTUCNeEKTpanbHoli  cermeHTauun  MSS-Net,
OCHOBaHHbIi Ha npeobpasoBaHun YebbiéBa M HOBOM MexaHusMme Bbibopa
CMeKTpalbHbIX  MONOC,  KOTOPbI/i  CYLLECTBEHHO  CHWKAEeT  KONMMYECTBO
NOHOMONOKUTENBHBIX OLLMOOK.

3. MMpepnoxenbl rapmoHnyeckne cetu MobileFFT n MobileSFOT, ocHalwgéHHble
HOBbIMY BU3yaslbHbIMM 610KamMu, paboTaroLLUMMKM B YaCTOTHOI obnacTum KoTopble
3HaYMTENBHO COKPALLAtOT BbIYUCIUTENBHYIO U anrOPUTMUYECKYHO CNOMHOCTb, a



Take sHepronoTpebneHne u pecypcHble 3aTparbl, NPy 3TOM COXPaHAA BbICOKYHO
TOYHOCTb.

4. BBepag€H HOBbIi MoKasaTeNb BbIOOpa Ha OCHOBE IHTPOMUM, KOTOPbIi NO3BONAET
aBTOMaTUYeCcKu onpepenatb Hanbonee MHOpMaTUBHbIE CMEKTPabHbIE MOOChI
U3 pe3ynbTaToB MYNLTUCTIEKTPATBHOIO PasfIOMEHUA.

5. Bca anroputmunyeckan uenouka bbina npotectuposaHa Ha 3agade SOD (Salient
Object Detection). [lposeMoHcTpupoBaHa CMOCOBHOCTE  MPEAOKEHHbIX
aNnropuTMOB K 060DLLLEHNIO U MPUMEHEHWIO B 3afa4ax C MHOI NOCTaHOBKOM.

MpuknagHoe n HayyHoe 3HayYeHne paboTbl

o [lpepnaraemaa cuctema obecneunsaeT obHapymeHne [edeKTOB CONHEYHbIX
naHeneiic NMOMOLLbIO HECNUNOTHBIX NeTaTeNbHbIX annaparoB, 4TO CMOcObCTBYET
CYLLLECTBEHHOMY CHUMEHWIO SHEPreTUYECKMX MOTEPb U 3aTpaT Ha obcnyxuBaHue.

e PaspabotaHHble MeToabl 06N1afatoT BbICOKUM MOTEHLManomM obobLeHna n moryt
6bITb NMPUMEHEHbI B pasnnyHbIX 0ONacTAX: MOHUTOPUHI OOBEKTOB CTPOUTENLCTBA
(TpybonpoBoapbl, MOCTOBble KOHCTPYKLMK), arpapHblil aHanus (peduuut Bnarv,
OlLeHKa ypoaiiHoCTH, BblABNeHWe 3aboneBaHuit), pellenusa B cchepe 06OpOHbI U
6e3onacHOCTU (ynyylleHe HOYHOrO BUAEHMUA, UCMONb30BaHWe MH(PpPaKpacHoOro
JManasoHa), a Takike B OMOMEANLIMHCKUX UCCefOBaHUAX.

e [lonyyeHHble pe3ynbTaTbl MOTYT CTaTb OCHOBOM ANA AaNbHEWLLMX UCCnefoBaHuii n
pa3paboToK B pAje Hay4HbIX M MPUKNAAHbIX HanpaBneHuii, BKNtoYas NpuMeHeHue
rapMOHUYECKMX  CceTeid B MpaKTUYeCKUX  3ajavax,  popmmupoBaHue
MYNbTUCMEKTPabHbIX Habopos JaHHbIX, coBepLUeHCTBOBaHME
MYNbTUCMEKTPAsIbHbIX Kamep, a TaKMe MPOEeKTUPOBaHNW HOBbIX apXUTEKTYp
rnyboKKUX HeMPOHHBIX CeTeld.

OcHoBHble pe3ynbTaTbl W Hay4Hblii BKMaj JAucceprauuu, npeacTaBnAeHHO Ha
CoMCKaHMe YYEHOI cTeneHn KaHaUuJaTa TeXHNYEeCKUX HayK, obecneunBatoT KauecTBEHHO
HOBbI/i YpOBEHb aBTOMATU3MPOBAHHOrO aHanu3a B 00NacTW MOHWTOPWHIa COMHEYHbIX
naHeneii, NPeBOCXOAALLMIA CyLLIECTBYIOLLME METOAbBI MO TOYHOCTU, CKOPOCTU 0b6paboTKM 1
NpaKTU4YECKOW NPUMEHUMOCTH.



