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1. Introduction

Over the past two decades, unmanned aerial vehicles (UAVs) have evolved from
niche tools in specialized military reconnaissance units into a critical and versatile
component of modern technology. Initially, they were primarily tasked with aerial
photography, cartography, and intelligence gathering. However, rapid advances in
autonomy, computer vision, and onboard processing, combined with the availability of
affordable sensors, miniaturized computing platforms, and advanced control algorithms,
have enabled UAVs to perform complex operations with minimal human supervision. As
a result, UAVs are now widely deployed across civilian, industrial, and defense
applications.

UAV-based interception has proven capable of complementing or even replacing
traditional manned or ground-based interception systems. They are capable of
detecting, tracking, and physically engaging both airborne and ground-based targets
without direct human piloting, by reducing response time and operational risk. This
technology can also be applied to various tasks, including border and perimeter
protection, such as patrolling and intercepting unauthorized ground or aerial intrusions
along national borders.

The objective of this work is to design and develop a lightweight, robust, and
efficient system for real-time target tracking, interception, and ground control of
unmanned aerial vehicles operating in dynamic environments. The system is intended
to ensure high reliability, precise guidance, and intuitive operator interaction through a
human-machine interface. To achieve this, the following challenges must be
addressed:

e Design and develop a lightweight and robust visual tracking module that
delivers stable, real-time performance on onboard hardware under varying
environmental conditions and target behaviors, supporting both predefined
object classes and class-agnostic tracking to allow dynamic target selection
during missions.

e Design and develop a robust control algorithm for autonomous
interception that accurately guides the UAV toward moving targets while
maintaining flight stability and safety, integrating directional estimations, target
approach logic, and corrective control adaptable to different target speeds,
approach angles, and operational environments.

e Design and develop a real-time ground control and monitoring system
that features an extended Ground Control Station (GCS) interface, including
real-time video streaming, intuitive target selection, in-flight parameter tuning,
rapid operator intervention capabilities, and clear visual feedback.

By achieving these objectives, the research aims to develop a UAV interception
system that strikes a balance between tracking accuracy, control stability, and
user-interface intuitiveness, thereby facilitating the practical deployment of such a
system in defense, security, and civilian applications.



The scientific novelty of this work lies in the development of a UAV interception
framework that combines lightweight and robust target tracking, precision autonomous
control, and real-time ground operator interaction into a single operational system. The
contributions of this research extend beyond individual novel algorithms, offering a
cohesive architecture suitable for both ground and aerial target interception in real-world
conditions.

Key innovative aspects include:

e A hardware-agnostic framework that can be deployed on any multirotor
UAV platform equipped with a compatible flight controller and onboard
computer.

e A real-time hybrid tracking pipeline designed to run reliably on embedded
UAV hardware and to support operator-defined arbitrary targets.

e Target acquisition algorithm, which combines deep learning-based object
detection with a low-latency tracking mechanism for sustained lock-on.

e A dual-loop adaptive PID control system with yaw and pitch guidance,
independent roll and thrust control, and real-time in-flight parameter tuning via
MAVLink, enabling robust UAV interception.

e A comprehensive evaluation framework that integrates
Hardware-in-the-Loop (HITL) simulations with diverse target dynamics and
real-world field trials conducted under challenging environmental conditions.

From a theoretical standpoint, this research advances the design and
implementation principles of autonomous UAV interception systems by proposing a
unified ROS 2-based architecture for real-time interception tasks.

The system integrates computer vision modules and operator interaction layers into
a single distributed ROS 2 framework, ensuring modularity, scalability, and
interoperability with existing UAV platforms. The architecture defines clear data flows
between perception, decision-making, and actuation layers, enabling other researchers
and developers to adapt or extend the system for related UAV autonomy problems.

From a practical perspective, the results of this work provide a ready-to-use
technological foundation for deploying autonomous UAV interception capabilities in real
operational environments.

The developed system has been validated in both high-fidelity simulation and
real-world flight tests, proving its ability to detect, track, and intercept ground and aerial
targets under varying weather, lighting, and movement conditions.

Its design emphasizes portability across different UAV airframes, allowing agencies
and organizations to integrate the solution into existing fleets without major hardware
changes.

The adaptability of the tracking and control modules, combined with the enhanced
GCS interface, enables operators to perform complex interception missions with
minimal training, ensuring rapid field deployment in defense, security, and public safety
operations.



Conference and Competitions

The research and related UAV developments have been presented at various
international and national conferences, workshops, and competitions, earning
recognition and awards:

2023 - “Havq” Competition, Payload Delivery with UAV, 2nd place, Yerevan,
Armenia.

2024 - "Gagarin Science" Conference, “Optimal Area Coverage Using a
Swarm of Drones”, Moscow, Russia.

2024 - "Gagarin Science" Conference, “Inertial Navigation for Copters”,
Moscow, Russia.

2024 - 17th International Annual Student Scientific Conference of RAU,
“Optimal Area Coverage Using a Swarm of Drones”, Yerevan, Armenia.
2024 - 17th International Annual Student Scientific Conference of RAU,
“Inertial Navigation for Copters”, Yerevan, Armenia.

2024 - United Nations / Philippines Workshop on the Applications of GNSS,
“GPS-based 2D Map Creation using Drone Swarm”, Manila, Philippines.
2024 - “Professionals” Competition, Unmanned Aerial Vehicle Operations,
2nd place, Saint Petersburg, Russia.

2024 - United Nations Workshop on GNSS and Related Space Technologies
for Urban Sustainability Challenges, “Drone-Based GPS Object Localization
for Urban and Agricultural Monitoring”, Online.

2024 - United Nations Workshop on GNSS and Related Space Technologies
for Urban Sustainability Challenges, “GPS-Enhanced Drone Imaging:
Stitching and Change Detection Analysis”, Online.

2024 - 18th International Annual Student Scientific Conference of RAU,
“Autonomous Target Interception with Quadcopters”, Yerevan, Armenia.
2025 - Ivannikov Memorial Workshop, “Real-time Target Localization Using
Gimbaled Laser on UAVs”, Irkutsk, Russia.

2025 - Ivannikov Memorial Workshop, “Object Re-detection in Aerial
Imagery Captured by UAVs”, Irkutsk, Russia.

2025 - 19th International Annual Student Scientific Conference of RAU,
“Autonomous UAV control based on camera video”, Yerevan, Armenia.

Grants

The research was supported by several grant-funded projects, which provided both
financial and technical resources for the development, testing, and dissemination of the
results. These grants include:

2021 - “AWAIG", Project ASUL-1U-2021/2-1, funded by the Ministry of
High-Tech Industry of the Republic of Armenia.

2022 - “Autonomous Aerial Interceptor Drone”, Project 23DP-1B017, funded
by the Ministry of Education, Science, Culture, and Sports of the Republic of
Armenia.



e 2023 - “Development of a UAV Autopilot for Tracking Targets by Using
Computer Vision”, PhD grant 23AA-1B005, funded by the Ministry of
Education, Science, Culture, and Sports of the Republic of Armenia.

e 2025 - “Control and Management System for FPV Drone Swarm”, Project
25DP-1B005, funded by the Ministry of Education, Science, Culture, and
Sports of the Republic of Armenia.

Publications and Approbation

The results submitted for defense were obtained personally by the applicant. In the

published joint works, the formulation and investigation of the problems were carried out
through the joint efforts of the co-authors, with the direct involvement of the applicant. In
[1], the author configured SIFT, SiamTPN, and TransT object tracking algorithms,
conducted UAV flight experiments to collect aerial video data, and developed a unified
methodology for combining and comparing tracker performance under real-world
conditions. In [2], the author designed and implemented a hyperbolic PDE-based
convolutional neural network layer, integrated it into existing deep learning frameworks
(ResNet), and performed training and evaluation on the CIFAR dataset to assess
performance improvements. In [3], the author carried out a comparative analysis of
tracking algorithms, implemented benchmarking experiments, and evaluated their
performance on limited-resource hardware. In [4], the author implemented the testing
pipeline, developed data augmentation and modification procedures, and conducted
comparative experiments on change detection methods. In [5], the author built a UAV
platform, developed the main system architecture and onboard code, and conducted
flight tests for real-time target localization using a gimbaled laser system. In [6], the
author is the sole author of the paper and independently developed the autonomous
UAV control method based on camera video, implemented the control algorithms,
conducted experimental validation, and prepared the manuscript.

Structure and scope

The work is structured to cover both theoretical foundations and practical

applications. Chapter 1 introduces the research problem, objectives, and scientific
novelty. Chapter 2 reviews related works on visual tracking, UAV control, and ground
control systems. Chapter 3 details the overall system architecture, including modular
ROS 2-based software, PX4 integration, and hardware requirements. Chapter 4
focuses on the perception module, covering object detection and the hybrid tracking
pipeline combining YOLO and MixFormerV2/KCF. Chapter 5 describes UAV control and
interception mechanisms, including visual servoing and adaptive PID loops. Chapter 6
presents the experimental setup, HITL simulations, and real-world flight tests, along with
results and performance evaluation. Chapter 7 discusses conclusions, scientific
contributions, and future directions.

2. Review of Related Works
An autonomous UAV interception system integrates visual tracking, flight control,
and a ground control interface. Because interception technologies are dual-use, no



open-source end-to-end systems are available; therefore, this work reviews relevant
subsystems.

Visual tracking is critical for interception. Early correlation-filter methods lacked
robustness, while Siamese network trackers improved performance. Transformer-based
trackers now achieve state-of-the-art accuracy but are too computationally demanding
for lightweight UAVs. To address this, a hybrid tracker combining a transformer-based
method with a lightweight correlation filter was adopted.

The control system maps visual target information to interception commands.
Advanced control strategies were evaluated but found impractical for deployment. A PID
controller was selected for its simplicity and reliability, with filtering, anti-windup, and
axis-specific tuning to ensure stable interception.

QGroundControl was chosen as the Ground Control Station due to its full
integration with PX4, compatibility with MAVLInNk/ROS 2, and extensibility for
autonomous interception missions.

3. Overall architecture

The autonomous UAV interception system proposed in this work is built as a tightly
integrated hardware-software platform, combining advanced perception modules, robust
control logic, and operator supervision tools into a unified operational framework. The
architecture follows a layered design, separating perception, decision-making, and
actuation components while maintaining low-latency communication between them.

This modular approach enables visual tracking, flight control, and operator interface
to be developed, tested, and optimized independently. At the core of the system is a
ROS 2-based distributed software architecture running on onboard embedded
hardware, which interfaces directly with the PX4 flight stack through MAVLink in both
simulated (HITL) and real-world deployments.

From a hardware perspective, the system leverages a combination of commercial
off-the-shelf UAV platforms, high-performance embedded computers, and standard
communication interfaces. This ensures that the architecture remains cost-effective,
replicable, and adaptable to different UAV configurations without sacrificing real-time
performance.

The hardware system is designed with a modular and platform-independent
hardware structure, enabling integration with a wide range of multirotor configurations.
The minimum required components are:

e Pixhawk-series flight controller (PX4-compatible) for stabilization,

navigation, and motor control;

e NVIDIA Jetson Nano or higher onboard computer for real-time vision and

control processing;

e USB or CSI camera for target detection and tracking.

The onboard computer executes detection, tracking, and interception logic, while
the Pixhawk handles flight stabilization and low-level control through MAVLink
communication. This modular architecture allows the system to be deployed on any
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standard multirotor UAV with minimal hardware adaptation. The onboard and ground

system layouts are illustrated in Figures 1 and 2.
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Figure 1: Architecture of the UAV interception platform, including onboard computer (Jetson),
flight controller (Pixhawk), camera, power system, and communication interfaces.
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Figure 2: Ground-side system architecture, showing LoRa-based MAVLink telemetry reception,
analog video signal conversion chain, and the ground control station.



The software system is built using the ROS 2 Humble middleware. It follows a
modular architecture, where each major function (detection, tracking, control) is handled
by an independent node running in its own thread. This design enables real-time parallel
execution and flexible system scalability.

A structural overview of the software architecture is shown in Figure 3, where each
ROS 2 node is represented by a hexagonal shape and interconnected via topic-level
communication.

Velocity
Control

Detector

A
[Candidales] [ Tracker ] [ YOLOv7 ][ YOLOv8 J

—

3

Figure 3: ROS 2 software architecture. Hexagonal blocks represent individual nodes, and double
arrows denote communication via topics.

The architecture consists of the following key parts:

Frames Init Node: Converts object pixel coordinates from the camera image frame
to the UAV'’s body frame and NED (North-East-Down) coordinate system.

Detector Node: Executes a YOLO object detector and publishes bounding boxes
with class labels and tolerance metadata to the custom topic.

Tracker Node: Performs continuous target tracking using the selected tracking
method and is activated only after target initialization. If the detector is enabled, the
target can be initialized by selecting a detected bounding box or by manually defining a
custom box. If the detector is disabled, the operator may define a bounding box
manually or click on the video frame, in which case a candidate extraction module
generates candidate regions and selects the one whose center is closest to the click
position. The tracker outputs the target’'s top-left and bottom-right pixel coordinates at
each frame.

Candidate Extraction: Generates object candidate bounding boxes around a
user-selected image point when no detector output is available. The module crops
multiple regions of interest (ROIs) at increasing scales centered on the click position,
performs edge-based segmentation using Canny edge detection and morphological
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filtering, extracts external contours, and converts them into bounding boxes. Each
candidate is scored using a weighted combination of shape solidity, edge density (Edge
Boxes-inspired score), image sharpness, and distance from the click location. The
highest-scoring candidate across all ROI scales is selected and returned as the
initialized target bounding box.

Controller Node: Implements the high-level control logic. It receives tracking data
and computes target-relative roll, pitch, yaw, and thrust using PID controllers. These
values are passed to the Velocity Control node.

Velocity Control Node: Converts control outputs into PX4 attitude setpoints and
publishes them to the uORB topic.

Plotter Node: A debugging and visualization tool that subscribes to controller
outputs and system states to produce real-time plots of PID response and tracking
performance.

PX4 and uORB Integration

Custom uORB topics were defined for integrating ROS 2 with PX4:

e Used to send target selection coordinates from QGroundControl to the tracker.

e  Transmits updated hyperparameters from the GCS to the relevant ROS nodes.

The system uses MicroXRCEAgent to bridge the Jetson’s ROS 2 nodes to PX4's
UORB messaging system. Most control commands are routed from ROS 2 to PX4 flight
modules, using MAVLink as the underlying transport protocol.

4. Tracker and Detector

The perception module consists of two components: the detector and the tracker.
The detector identifies and localizes objects in the video stream, providing initial target
information. The tracker maintains the target position during the interception process.

The detection module provides the initial target bounding box for the tracker. At
the initial stage of this research, YOLOv7 was selected for its balance between
accuracy and real-time performance. After the release of YOLOv8, which represented
the state of the art at the time, the module was updated to integrate YOLOV8, benefiting
from its improved accuracy and architectural refinements while maintaining high FPS
suitable for UAV deployment. Subsequent YOLO release YOLOV9 offered higher
accuracy but significantly lower FPS on the embedded hardware!, making YOLOVS the
preferred choice for maintaining real-time performance.

The detectors were fine-tuned on a combination of Microsoft COCO and VisDrone,
selecting only the person and car classes, and a custom AirSim-generated UAV dataset,
which was necessary because YOLO's predefined classes do not include UAVsS, and
tailored data was required for interception scenarios.

The detector is capable of identifying predefined object categories such as vehicles,
people, and UAVs. This output not only serves as a direct perception layer for the
operator but also initializes the tracker.

* Jocher, G., Chaurasia, A., & Qiu, J. (2023). YOLOV8 vs YOLOV9: A Technical Comparison for Object
Detection. Ultralytics YOLO Docs. Available [Online] https://docs.ultralytics.com/compare/yolov8-vs-yolov9/
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The models are converted to TensorRT using FP16 precision to reduce inference
latency. Object detection operates asynchronously from the tracking module, publishing
bounding boxes to a shared ROS 2 topic. On the GCS screen, the operator can view
the detected bounding boxes. The operator can manually select a target by clicking on
the desired object on the screen. The algorithm then automatically chooses the detected
box whose center is closest to the clicked position, based on Euclidean distance.

The tracking module combines two complementary approaches with different
computational characteristics. MixFormerV2-S, a transformer-based tracker, provides
high accuracy under occlusion, scale variation, or distractor interference. Its attention
mechanism enables context-aware localization but incurs a computational cost of
approximately 4.5 GFLOPs per forward pass, which can reduce real-time performance
on resource-constrained embedded platforms without hardware-specific optimization. In
contrast, the KCF tracker operates at very high frame rates with minimal CPU load and
is well-suited for stable-appearance segments of the trajectory.

Adaptive Switching with Perceptual Hashing. To balance accuracy and
computational efficiency, an adaptive bidirectional switching mechanism was employed
within the frames of this work. At each step:

e ROIs from the current and previous frames are hashed using perceptual

hashing (pHash).

The Hamming distance between hashes is compared to a threshold T.

If the difference exceeds T, indicating a significant appearance change or
potential drift, the system switches to MixFormerV2-S to re-acquire a reliable
bounding box.

If the difference is below T, KCF is used to maintain high-speed tracking.

When switching from MixFormerV2-S back to KCF, the correlation filter is
reinitialized with the most recent high-confidence bounding box.

This ensures that the heavy transformer-based model is activated only when
necessary, reducing the average processing time while maintaining high tracking
accuracy.

Tracker Evaluation. A two-stage evaluation of tracking algorithms was conducted
to determine the most effective approach for real-time UAV interception.

In the first stage, several correlation-filter-based trackers (MOSSE, KCF, CSRT,
DSST, ECO) were evaluated on the UAV123 and VisDrone-SOT datasets using a PC
equipped with an Intel i7-11th-generation CPU, an NVIDIA RTX 3060 GPU, and 32 GB
RAM. This environment enabled rapid prototyping, controlled benchmarking, and
extensive parameter tuning, which would have been significantly more difficult and
time-consuming if conducted directly on the Jetson platform. Once promising candidates
were identified, the same experiments were subsequently replicated on an NVIDIA
Jetson Orin Nano to assess performance under embedded hardware constraints.

Implementations were optimized in C++ for maximum performance, with KCF,
DSST, and ECO implemented from scratch based on original publications. Evaluation
metrics included accuracy, robustness, and frame rate. The results showed that while
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MOSSE and DSST offered high speed, their accuracy was insufficient for interception
tasks. The custom KCF implementation achieved the best balance between accuracy
and speed, making it the selected correlation filter for the next stage.

In the second stage, transformer-based trackers were compared, including
MixFormerV2, HCAT, and ViT Tracker. Official implementations with CUDA/TensorRT
support were used to ensure optimal performance. The evaluation showed that
MixFormerV2 provided the best overall accuracy and robustness, although at a high
computational cost.

A more detailed analysis of the experimental setup, evaluation methodology, and
results is provided in the main text of the thesis.

Table 1. Comparison of the Hybrid tracking method with different thresholds T, with
MixFormerV2, KCF, and HCAT on UAV123 and VisDrone-SOT datasets on Jetson Orin Nano.

UAV123 [CPU/GPU] VisDrone-SOT [CPU/GPU]
%of| tA | 'R |tAUCH{1AUC| |DRE 1FPS %of | 1A | 1R [tAUC-[tAUC| |\DRE 1FPS
MF? | (%) | (%) | A (%)[-R(%)| (%) MF | (%) | (%) | A (%) ]|-R(%)| (%)
KCF 0 53.7 1418 | 43.8 | 34.1 | 58.1 | 174 0 60.2 | 57.5| 48.4 | 46.2 | 42.5 | 153

MixFormerV2 100 | 79.7 | 80.7 | 64.1 | 65 193 | 34 100 | 68.7 | 69.6 [ 54.8 | 55.5 [ 30.4 | 31
HCAT 0 |752]76.1|60.7 | 61,4 | 239 | 33 0 74.6 | 74.6 | 58.3 | 58.4 | 254 | 33

KCF-MF (T=2) |91.8|77.8]789] 63.1 | 63.6 [ 204 [ 46 | 71.5 | 679|674 54.1 (540 31.2 | 60

KCF-MF (T=5) |84.1|76.4 (772 613 [ 62 | 228 [ 54 | 62.2 | 66.4 |66.3 | 52.3 | 52.4 [ 33.7 | 68

KCF-MF (T=10) |[72.9]69.5]69.3 | 55 55 30.6 | 82 30.4 | 59.9 | 589 48.1 | 474 | 41.1 | 113

KCF-MF (T=15) |283| 63 [62.1| 49 |483 | 38 | 110 | 149 | 541 | 53 | 442 [441| 48 [137
KCF-MF (T=20) | 16.2|60.8 [59.9 | 46.2 | 455 | 41.9 | 128 | 85 | 526 [51.8| 423 | 421 | 527 [152

Building on these findings, a hybrid tracking approach was developed that
combines the speed of KCF with the robustness of MixFormerV2. Switching between
trackers is controlled by a perceptual hashing-based similarity metric, with a tunable
threshold determining when MixFormerV2 is used. Threshold values of 5 and 10 were
selected for experiments, representing trade-offs between accuracy and speed. Results
on PC show that the hybrid method with T=5 retains accuracy within 1-2% of
MixFormerV2 while increasing FPS by 26-36%.

Experiments on the Jetson Orin Nano platform (Table 1) confirmed the method’s
suitability for onboard UAV deployment. While MixFormerV2 operates at ~34 FPS, the
hybrid tracker with T=5 achieves up to 54-68 FPS with minimal loss in accuracy. Higher
thresholds further increase speed, but at the cost of a corresponding drop in accuracy.
The hybrid method enables fine-tuning of performance according to mission
requirements, making it adaptable for high-speed ground and aerial target interception,
where low latency is crucial.

5. Control and Interception Mechanism
The interception behavior of the UAV is governed by a visual servoing architecture

2'9% of MF' indicates the proportion of frames tracked by MixFormerV2, with the remainder tracked by KCF.
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that tightly couples object localization in the camera frame with real-time flight control.
The control pipeline consists of 3 main stages: Rotation Vector Calculation, Outer
Loop (yaw and pitch calculation), and Inner Loop (roll and thrust control).

The first stage of the interception mechanism involves transforming image-based
target coordinates into 3D angular directions relative to the UAV. This is essential for
generating control signals that steer the UAV toward the selected object.

When the tracker identifies a target in the image frame, it provides the center point
of the bounding box in pixel coordinates (u, v). To convert this 2D location into a 3D
direction in the UAV’s reference frame, a multi-step transformation pipeline is used.

Projection to the Ray in the Camera Frame

Let fx and fy be the focal lengths of the camera, with c and c, representing the

optical center. The pixel is projected into a unit direction vector (ray) in the camera's
coordinate system using the calibrated pinhole model:

T
u—c v—c
= X 1
Tc [ f. f, ] @

Then we can calculate the normalized vector by dividing T by its length:

=TT @
Transformation to UAV NED Frame
The resulting ray is transformed from the camera frame to the UAV's body-aligned
North-East-Down (NED) frame using TF22 transforms. This transformation accounts for
the camera’s pose relative to the UAV body, and ensures that all angular calculations

are consistent with flight control conventions. We know UAV orientation in space (Rfvfg )

from IMU and camera direction from the UAV's frame (RZZ;"},). So, we can calculate ray

coordinates in the UAV's NED system:

cam body cam
Ryep = Rypp " Ryoay 3)
~ cam 3

Ty = Rygp T ER @)

Outer Loop: Yaw and Pitch Calculation

The 3D vector in NED coordinates is hormalized (because we only applied rotation
on the normalized vector) and used to compute the yaw () and pitch (8) angles to the
target:

r=lkxyd ®)
Y = atan2(y, x) (6)

0 = atan2(— z \Vx' + ¥ (7)

These angles represent the desired change in UAV orientation required to align
with the target direction.

3 https://docs.ros.org/en/humble/Concepts/Intermediate/About-Tf2.html
13



Rotation Process

The resulting yaw (y) and pitch (6) values are fed into a custom rotation
scheduling algorithm proposed in this work, which smoothly adjusts the UAV’s
orientation over multiple frames. The algorithm operates as follows:

e Limiting the maximum pitch rotation per control cycle to a predefined threshold
by decomposing large pitch commands into multiple incremental rotations;
Deferring yaw adjustment until the previous yaw rotation is completed;

This estimation loop is executed in real-time and repeated at each control cycle
to ensure continuous alignment with the moving target.

These methods are newly developed for this thesis and represent our original

contribution to the control of UAV orientation.

While pitch and yaw angles are derived directly from the object’s direction vector,
roll and thrust commands are generated through feedback-based PID control (inner)
loops, which have also been developed as part of this work and represent a new
contribution. These loops regulate the UAV’s alignment with the target using its position
within the camera frame.

Figure 4 illustrates a discrete PID control loop that converts pixel error into a
corrective control signal (roll or thrust). The proportional path reacts immediately to the
current pixel error, while the derivative path uses a smoothed error change to improve
stability and reduce noise sensitivity. The integral path accumulates error over time but
is conditionally updated to avoid windup when the output is saturated.

s Pi=kpei

Smoothing Clipping

e—>— Si=(1)S;r+r(erei)/d > Dizkg*S; > C(D, Dmin, Dmad ]

Clipping
@ Yes— lzkied —  Cll, lninlnsx) | Output
« e - pixel error N signal

[}

e k - PID constants Clipping

o y - output signal

« i-current iteration <_y‘c
e C-Clip

¢ S - Smoothing

e r - Smoothing factor

C(Yis Ymin: Ymax) <V

Figure 4. PID control loop

All contributions are clipped to predefined limits and summed to produce a bounded
output that drives the system toward minimizing the pixel error. The only distinction
between the roll and thrust PID controllers lies in their respective gain coefficients;
otherwise, their structure and functionality are identical.

The Roll PID controller minimizes the rotational alignment error, which is the
angular deviation between the object's center and the UAV's dynamically rotated
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horizon line.

The Thrust PID controller minimizes the vertical offset between the expected
interception pitch line and the target's projected location.

As shown in Figure 5, the following control relationships are enforced:

e White lines represent the camera's vertical axis and the dynamically rolled
vertical line.
The rectangle and the star mark the tracked object and its center.
The cross is the projection of the object center onto the rolled vertical line.
The central circle indicates the direction of optical interception.
The gray dashed line shows the roll error (minimized by roll PID)
The white dot-dashed line shows the thrust error (minimized by thrust PID)
The black dotted line is the critical pitch threshold line.

o

7/

Figure 5: Visual representation of the visual servoing control loop.

In optimal alignment, the star moves toward the cross mark (i.e., the object center
aligns with the rolled vertical line), and the cross mark moves toward the central circle
(i.e., aligned intercept trajectory). The control system ensures that all three converge,
forming a visually stable and geometrically consistent intercept maneuver.

A customized version of QGroundControl (QGC) is integrated into the system to
enable effective mission monitoring and in-flight parameter control. Given that the UAV
operates on the PX4 autopilot stack, which natively supports MAVLink and ROS 2
middleware, QGC serves as a compatible and extensible interface.

6. Experimental Setup

To validate the proposed UAV interception system, a series of experiments was
conducted in both simulated and real-world conditions. The evaluation process was
structured to isolate and test each subsystem under controlled conditions before
integrating them into a complete interception loop.

Testing was carried out in two stages:
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1. HITL simulation - assessing the complete interception control loop in Gazebo
Classic with 2496 distinct test configurations, covering varying target speeds,
approach angles, and visibility conditions.

2. Real-world flight tests - verifying system performance with actual UAVS in
diverse environmental and operational scenarios.

Each stage was designed to provide both quantitative and qualitative metrics,

allowing for the iterative refinement of algorithms and parameters.

HITL simulation was used to evaluate the interception pipeline under controlled
yet realistic conditions, leveraging a framework developed using Gazebo Classic in
conjunction with the PX4 flight stack. This setup enabled the testing of the full
vision-control loop with accurate flight dynamics, real-time camera streaming, and
onboard computation identical to that in field deployment.

The simulation world consisted of a flat ground plane and a single SUV model
acting as the moving target. The UAV model was a PX4-compatible quadrotor
connected to a Pixhawk flight controller in HITL mode. The camera feed from Gazebo
was streamed through an HDMI-to-USB converter to the onboard computer, mimicking
real-world video capture latency. ROS 2 nodes ran on the onboard computer,
processing frames in real time and issuing control commands back to PX4.

Scenario Parameters

A total of 2496 distinct scenarios were generated by varying the following
parameters:

UAV altitude: 18m, 36m, 80m, 200m

Initial UAV-to-target horizontal distance: 2m, 11m, 21m, 41m, 101m

Initial UAV yaw angle: 0°, -25.8°, +17.2°

Target motion direction relative to the UAV: toward, away, perpendicular,
diagonal relative to the UAV

e Target velocity: Om/s, 5m/s, 10m/s, 15m/s

e Wind: Om/s, 1m/s, 3m/s, 5m/s

Each scenario included a predefined bounding box for tracker initialization to
ensure reproducibility. All scenarios were required to have the target visible at the start.

Each scenario was evaluated using the following success criteria:

e The interception is successful if the UAV makes contact with the SUV within 30
seconds.

e The test is considered a failure if the UAV hits the ground or exceeds the time
limit.

e After each outcome, the pipeline restarts with the next configuration.

Simulation Results

Performance across target speed categories is summarized in Table 2. The results
indicate that the system achieved performance for stationary and low-speed targets.

Failures occurred primarily in high-speed scenarios (15m/s) when the SUV was
moving directly toward the camera. In these cases, rapid apparent size growth and high
optical flow made stabilization and trajectory prediction more challenging, occasionally
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causing late reactions or ground impact. A more detailed analysis of these experimental
scenarios and their outcomes is presented in the main text of the thesis.

Table 2: Interception performance by target speed in HITL.

Target Speed (m/s) Number of Scenarios Success (%) | Avg. Time (s) | Ground Impacts Timeouts
0 1920 100 8 0 0
5 7680 98 13.1 154 3
10 7680 93 16.4 392 141
15 7680 78 21.3 799 893

HITL simulation behavior closely matched results from real flights*. The framework
proved effective for iterative tuning of tracking, control, and mission logic before field
deployment.

Real-world evaluation was conducted to validate the proposed autonomous
interception system under practical operational conditions. The primary test platform
was the Reptile X500 multirotor, with additional verification flights performed on Holybro
S500 and Holybro X500 frames. Onboard processing was handled by NVIDIA Jetson
Nano, Jetson Xavier NX, and Jetson Orin Nano modules, with live video input provided
via both USB and CSI cameras.

Flights were performed across a wide range of environmental and mission
configurations, including:

Varying initial yaw, pitch, and roll orientations of the UAV.

Stationary and moving targets.

Both ground-based and airborne targets.

Short and long-range engagements, with varying visibility and occlusion
conditions.

e Light to moderate wind, with occasional gusts.

Table 3: Real-world results: interception success rate by target speed.

Target Speed (m/s) | Number of Scenarios | Success (%) | Avg. Time (s) | Ground Impacts Timeouts
0 70 95.7 5 2 1
5 36 92.7 12 2 1
10 24 83.3 17 2 2
14 20 75 30 3 2

In total, approximately 150 flights were conducted, encompassing a diverse mix of
test cases. For each trial, system logs and onboard video recordings were collected for
offline debugging, parameter tuning, and qualitative performance evaluation. A more
detailed analysis of real-world experiments is presented in the main text of the thesis.

Results Overview

The system successfully intercepted moving ground targets (Table 3) in the majority

4 Rafael Perez-Segui et al., “Bridging the Gap between Simulation and Real Autonomous UAV Flights in
Industrial Applications,” Aerospace 10, no. 9 (2023): 814, https://doi.org/10.3390/aerospace10090814
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of test flights. Overall behavior in real-world conditions closely matched trends observed
in the HITL simulation stage.

Environmental Factors

Wind gusts occasionally introduced disturbances into the control loop, causing
minor deviations in vehicle motion. Also, direct sunlight striking the camera lens
sometimes created glare or lens flares, which could temporarily reduce image clarity
and affect visual tracking. Despite these influences, the overall system performance
remained stable, and no critical mission failures occurred during the test campaign.

7. Discussion and Conclusion

In conclusion, the objectives and novel contributions outlined in this thesis were
successfully realized:

e A hardware-agnostic UAV interception framework was designed and
implemented, demonstrating compatibility with multirotor platforms equipped
with standard flight controllers and onboard computing systems.

e A real-time hybrid tracking pipeline was developed and deployed on
embedded UAV hardware. The system operated reliably under onboard
computational constraints and supported operator-defined arbitrary targets,
enabling flexible and practical interception scenarios.

e A target acquisition algorithm combining deep learning-based object
detection with a low-latency tracking mechanism was successfully
implemented.

e A dual-loop adaptive PID control system incorporating yaw and pitch
guidance, independent roll and thrust control, and real-time in-flight parameter
tuning via MAVLink was designed and validated.

e A comprehensive evaluation framework was established, integrating HITL
simulations with diverse target dynamics and real-world field experiments. The
results confirmed the robustness, effectiveness, and real-world applicability of
the proposed UAV interception system under challenging environmental
conditions.

This research is currently being extended into a swarm-based UAV interception
project, aiming to coordinate multiple autonomous interceptors for simultaneous target
engagement and enhanced operational efficiency. This ongoing work builds directly
upon the single-UAV system developed in this thesis and represents the next phase of
practical deployment and algorithmic advancement.
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3aknioyeHve
MenkoHsaH BaarH 'eBopkosuy
Paspa6otka aBTonunota BIMJ1A pnsa conpoBoXaeHus Lenei ¢ npuMeHeHnem
KOMNbIOTEPHOr0 3peHUs

3a nocnegHne aBa pecAatuneTus 6ecnuioTHble fieTatenbHble annaparsl (BrJ1A)
npeBpaTUINCbL B BaXKHbI KOMMOHEHT COBPEMEHHbIX TEXHOMOMMA WM HalaW LIMPOKoe
npyMeHeHve B cdepax 6e30MacHOCTM, NPOMBILLIEHHOCTW, HAayKn 1 060POHbI. BbicTpoe
pasBuUTUE KOMMbLIOTEPHOrO 3PEHUs, aBTOHOMHbIX CUCTEM YMpasfeHUst N BCTPOEHHbIX
BbIYMCNUTENBHBLIX NAaTOPM Mo3B0/MN0 BIJIA BbINOMHATL CMOXHbIE 3a4aun npu
MWUHMMaJSIbHOM y4YacTuu oneparopa.

Llenblo gaHHON auccepTauMoHHOl paboTbl SBMsSeTcA pas3paboTka aBTOHOMHONA
cuctembl nepexsata BI/IA, cnoco6Hoil B peasibHOM BpeMeHu O6HapyXuBaTb,
COMpPOBOXAATb W HAaMpaBNATbLCA K HEMNOABWXHBbIM W ABWKYLIMMCA Ha3eMHbIM 1
BO3AyLWHbIM Uenam. [lpegnaraemMas cucTeMa OpUEHTUpPOBaHa Ha obecnevyeHune
BbICOKOW TOYHOCTM, YCTOMUYMBOCTU YyMpaB/ieHns n 3(pEKTMBHOIO B3aMMOLEWNCTBMUS C
onepaTopom B AUHAMUYECKMX YC/TOBUAX IKCNyaTaumm.

C TexHM4YeckoW TO4YKM 3peHns B paboTe pelwaeTcs pagd KA4ueBbiX 3ajad,
CBSA3aHHbIX C peanu3auueil BM3yaslbHOTO COMPOBOXAEHWS B pPeaslbHOM BPEMEHM,
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3hheKTNBHOM PabOTOil anroOpUTMOB B YC/IOBUSX OFPaHWUYEHHbIX BbIYUC/IUTENbHbIX
pecypcoB 1 TOYHbIM ynpaeneHnem BIJIA oTHocuTenbHO BbiGpaHHOW uenu. 18 atoro
paspaboTaHa MoAyNbHas nporpaMmHasl  apxuTektypa Ha 6asze ROS 2,
WHTErpupoBaHHas ¢ asTonnnotomM PX4 n npotokosiom ceasu MAVLInk.
B pamkax paboTbl peasin3oBaHbl C/ieflytolme OCHOBHbIE Hanpas/eHns:
e BusyanbHoe oGHapyXeHue u Knaccudmkayusa o6 beKToB
Ha 6opty BIJ/1A nHTErpMpoBaHbl MoAenn o6HapyeHuss 06bekTtoB YOLOV7 1
YOLOV8, poobyyeHHble Ha Habopax AaHHbIx Microsoft COCO, VisDrone u
cneynanunsmpoBaHHoMm UAV-pataceTe, co3gaHHOM B cpefe AirSim.

e YcTtoitunBoe n BbluMcnuTenbHO 3hheKTUBHOE CONPOBOXAEHUE

Paspab6oTaH rubpuaHblii anroput™M CONpPoBOXAEHUSI HA ocHOBe MixFormerV2-S
n KCF, coyeTawolmil BbICOKYIO TOYHOCTb W HU3KYIO BbIYMC/INTESbHYIO
C/IOXHOCTb W MOAAEPXMBalOLWMA kak class-agnostic conpoBoXaeHve, Tak U
COMPOBOXAEHWE Lierneil, BbIbpaHHbIX OnepaTopoMm.
e  ANropuTMbl ynpasneHUsa nepexsaTtom

MpennoxeHa apxutekTypa BU3yasibHOro CepBONpUBOAa, BKOYaKoLWasa pacyér
yrnos yaw u pitch BO BHELUHEM KOHTYpe YnpaBfeHUs W WCNonb30BaHue
M Aa-perynatopos no kKaHanam roll n thrust BO BHyTpPEeHHEM KOHType, 4TO
obecneurBaeT nnaBHoe 1 ycTolunBoe HaBegeHve BIJIA Ha uenb.

e PaclupeHue Ha3eMHOI cTaHUMK ynpaBneHus

MopguduumpoBaH QGroundControl ¢ noaaepXxkoii BUAEONOTOKA B PeEasIbHOM
BpeMeHu, BblbOpa LUEM OfHWM HaxaTueM, XXeCTOBOro Yyrpas/ieHus |
[AVHaMU4eckoli HacTpolikn NapamMmeTpoB NonéTa.

e  JKcnepuMeHTasIbHasA NPoOBepKa 1 OLeHKa

Cuctema npotecTupoBaHa B cpege Gazebo Classic ¢ ucnonssosaHmem 2496
HITL-cueHapueB, a Takke B X04e peasbHblX NETHbIX WUCMbITAHWA Ha
pasnnyHbix nnargopmax BINJ1A, npu pasHbiX YCN0BMSAX OKpyXatoLeli cpeqpbl 1
TMnax uene.

HayuHasA HoBM3Ha pab6oTbl 3ak/oyaeTcs B pa3paboTke LenoCTHON aBTOHOMHONA
cuctembl nepexsata BI/1A, o6beauHsioweli Bu3yanbHoe 06HapyXeHue, rubpuaHoe
COMPOBOXAEHVe, afanTVBHble aIropuTMbl  YMNpasfeHns ©  B3auMofeincTemMe C
ornepaTtopom B peaslbHOM BPEMEHW B paMKax efuHON apxuTekTypbl. [pennoxeHHoe
pelleHne NPOAEMOHCTPMPOBAIO MPAKTUYECKYIO MPYMEHUMOCTb Kak B BbICOKOTOUYHOW
MMUTaLMOHHON cpefe, Tak M B peasibHblX JIETHbIX YC/IOBUAX, NOATBEPXAas
BO3MOXHOCTb €0 WCMo/Mb30BaHNA AN1A pelleHnsa 3afa4y B 06r1act 6e30nacHocTn v
060pOHbI.
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