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Relevance of the Research

Solar Photovoltaic (PV) energy is now among the leading renewable energy sources worldwide. The
global installed capacity for solar PV increased from roughly 40 Gigawatt (gW) in 2010 to more than
1.6 Terawatt (tW) by 2023, driven primarily by the decreasing cost of solar modules, favorable clean
energy policies, and growing investments from both the government and private sectors. Despite
this growth, the profitability of large-scale solar farms remains sensitive to different factors. The
performance of PV modules largely depends on environmental factors (such as dust, snow, shades),
theirs inner conditions (such as bad connections) and outer physical conditions (such as cracks, hot-
spots), as demonstrated in Figure 1. Field data and financial analyses show that these hidden and
environmental faults translate into three impacts:

* Tiny hidden faults including dust shading, hair-line cracks, bad connectors, and hot-spots trim
about 5-9% of annual energy yield. Field inspections show that roughly 12% of modules
already have such defects within the first two years, and unchecked hot-spots may even ignite
fires.

e Only 1% annual decrease in solar plant performance can translate into €3 billion lifetime
revenue losses, significantly affecting the financial viability of large-scale installations. Current
studies put the global bill for “invisible” performance loss at roughly €3-15 billion each year.

» Well-kept modules typically fade by only 0.5% per year, staying close to 90% of their power
after 20 years. Dirt, moisture and thermally stressed hot-spots speed that annual degradation
beyond 1%, cutting useful life and forcing earlier, costly replacements.

Therefore, monitoring and maintaining optimal solar panel performance is crucial to minimizing
energy production losses. Currently, three primary approaches exist for monitoring PV installations,
each with unique costs, accuracy, and operational constraints (as described in Table 1).

Clean Dust Cement Bird Drop

Figure 1: Solar PV fault examples.



Table 1: Comparison of PV-array monitoring approaches

Metric Manual Inspection Embedded Sensors UAYV Monitoring
Typical cost < $1,500MW ! ~ $10,000 MW+ ~ $150-500 MW !
Inspection time <25hMW™! Real-time, continuous = 3.75hMW !
Maintenance cycle  Crew on demand Sensor swap 2-5 yr Battery recharge
Accuracy / error 20-30% miss-rate 42-3% sensor drift 1-5% false detections
Energy impact ~4—6% loss yr ~4—T7% loss yr <1% lossyr—*

Human manual inspection (visual, thermal and electroluminescence checks) can diagnose
individual modules in depth but remains costly, about $1,500 MW ~! and labour-intensive, requiring
~25 h per 1,000 panels. As crews typically sample only 10-25 % of modules and miss-rates run
20-30 %, residual energy losses stay at 4-6 % yr " (residual losses are the portion energy yield still
lost due to missed faults during inspection).

Embedded sensor networks offer automated continuous monitoring by embedding sensors
directly into PV arrays. Despite their automation advantages, these systems have substantial initial
costs, reaching approximately $10,000 per MW. Moreover, sensors require regular replacement every 2-
5 years due to sensor degradation and operational wear, resulting in additional expenses. Measurement
inaccuracies from these sensors can reach more than 2%, potentially leading to significant annual
residual losses of around 4-7%.

UAV-based monitoring is a promising alternative that addresses many limitations of the previous

methods. It covers 1 MW of panels in minutes, cutting operations cost by 50-90 % (=~ $150 —
500 MW 1) and field time by ~ 85% (= 3.75hMW ). Through advanced deep learning analytics,
UAV systems achieve fault detection accuracies between 95 % and 99 %, which translates into estimated
annual losses of just about 0.5.
These advancements, however, critically depend on the effectiveness of computer vision algorithms
deployed on UAVs. The greater the accuracy and speed of these algorithms, the more reliable and
efficient the overall PV monitoring process becomes, directly impacting the reduction of undetected
faults and residual energy losses.

Camera Types. The first vital factor to consider when designing a UAV-based monitoring pipeline
is the choice of camera. Different cameras significantly impact efficiency, performance, accuracy, and
cost. In this field, four primary camera categories are used, each possessing distinct strengths and
limitations. Table 2 summarizes the advantages and disadvantages of these camera types.

1. Visible Red-Green-Blue (RGB) camera captures three discrete spectral bands corresponding
to red, green, and blue light. These images typically offer high spatial resolution but limited
spectral detail. RGB cameras are also sensitive to noise and varying lighting conditions. However,
their widespread availability and relatively low cost make them a common choice.

2. Thermal camera records emitted infrared radiation in a single spectral band, making it effective
for detecting temperature variations on solar panels. Despite their effectiveness, thermal images
typically possess lower spatial resolution and might miss fine structural details. Additionally,



high-quality thermal cameras are significantly more expensive than standard RGB cameras.

3. Electroluminescence (EL) camera generates single-band images capturing electroluminescent
emissions from electrically biased panels. EL imaging effectively identifies micro-cracks, inactive
cells, and contact defects. However, EL cameras require dark conditions and an external power
source to energize panels. Thus, EL cameras cannot operate independently on UAV platforms
and typically serve as supplementary devices. Additionally, their relatively large size and higher
cost further constrain their UAV applicability.

4. Multispectral camera captures numerous narrow spectral bands (up to hundreds in the case of
hyperspectral cameras), providing detailed spectral information, which is crucial for precise
material discrimination. While multispectral imaging is highly effective for monitoring tasks due
to its comprehensive spectral detail, these cameras are heavier and considerably more expensive,
limiting their suitability for UAV applications.

Table 2: Comparison of camera types for solar panel monitoring

Camera Type Bands Advantages Disadvantages
Visible RGB 3 (Red, Green, Blue) High spatial resolution; Limited spectral detail;
widely available; low cost. sensitive to noise and
lighting variations.
Thermal 1 (Infrared) Effective at detecting Lower spatial resolution;
temperature differences and high-end units are relatively
hot spots. expensive.
Electroluminescence (EL) 1 (Emitted under electrical Reveals micro-cracks, Requires dark conditions
bias) inactive cells, and contact and external power; bulky
defects. and expensive equipment.
Multispectral 4-400+ narrow bands Rich spectral information; Heavy and costly; less
Non-sensitive to practical for UAV
environmental effects. deployment.

Multispectral Cameras. Multispectral cameras record a scene with N narrow wavelength bands,
rather than a standard sensor’s three broad RGB channels. The raw data form a spectral cube
I(z,y,\x), k=1,..., N, where each band index k captures a small wavelength window

e =55 A+ 52,

centered at \; (for example, Ay = 450nm, A2 = 550 nm, and so on). Each pixel is therefore
described by an N -dimensional spectral vector

r(z,y) = [I(@,y, M), L(z,9,A2), -, L@, y, An)]

whose k-th component stores the reflected light in that band. Every element of r(x, y) corresponds to
one narrow wavelength centered at A (please see Figure 2). Since different materials peak at different
wavelengths, they stand out in different bands, giving computer vision algorithms richer information
than ordinary color images.
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Figure 2: (a) Comparison of Multispectral and RGB images with their corresponding wavelengths,
(b) example of multispectral image. Each band corresponds to a specific wavelength, representing
different types of features

Figure 2 (a) shows the difference between this concept and a standard RGB image. On the left, the
stack of colored slices represents the /N individual bands that make up a multispectral cube; the curve
represents the intensities of wavelengths Ay in a small patch or pixel. On the right, an RGB camera
compresses the same scene into only three wide channels, shown by the blue, green, and red bars;
spectral information is averaged across bands into three channels.

Figure 2 (b) demonstrates the practical benefit: the healthy skin of an apple is bright in the near-
infra-red (NIR) band at A = 750 nm, whereas a hidden bruise absorbs NIR and appears dark in that
slice. In the short-wave range (1350 nm to 1650 nm) additional small surface defects become visible.
Once the bands are separated, these faults are easy to detect.



The same principle works for solar panel inspection. Silicon cells (solar panels are made by silicon)
show characteristic absorption in the short-wave range (1100 nm to 1500 nm), so panels can be visible
better in just two or three specific Ay, bands while remaining almost invisible in raw RGB. Algorithms
that work on r(z, y) instead of (R, G, B) reach 10-20 % higher F; scores for segmentation and fault
classification. Despite all these advantages, multispectral cameras can bring additional complexity and
challenges.

The first challenge is their non-real-time operations, as the majority of multispectral systems
depend on spatial scanning. The reason is that the sensor must traverse the scene or wavelength range
sequentially.

The second challenge is more prolonged exposure or scan times, which also make it difficult to
capture scenes that contain motion. Some solutions exist, such as mosaic filter arrays and light-field-
based cameras. They bring a speed close to real-time multispectral capture. Still, they decrease the
spectral and spatial resolutions, which are the main advantages of multispectral cameras. There is no
reason to use these cameras without spectral and spatial high resolution.

The third challenge is the cost. Even low-cost multi/hyper-spectral cameras remain expensive
(typically $10-$100k), heavy and power consuming, limiting their usage on UAV platforms. These
factors limit the widespread deployment of multi-/hyperspectral cameras in drone-based applications.

The fourth challenge is the band size of multispectral images, which can have up to 400 channels
(called hyperspectral camera), and their processing requires a lot of computational power.

Other challenges include accurate solar panel localization from the image, fault classification,
and their efficiency and computational complexity. Balancing the high accuracy of algorithms under
resource-constrained environments (e.g., on UAV platforms) remains a challenge in existing methods.

To overcome these challenges and limitations, this thesis introduces a Multispectral Decomposition
(MD) method that generates multispectral bands from a standard RGB image. MD “decomposes” RGB
data into separate spectral channels, offering multispectral-like features with affordable, lightweight
RGB cameras. We demonstrate that MD significantly improves performance on critical monitoring
tasks, addressing real-world challenges in solar panel inspection. Furthermore, new harmonic networks
are proposed to reduce computational complexity, memory usage, lower energy consumption, and
optimize latency, thereby enabling near real-time analysis in practical UAV inspection scenarios.

The Goal of the Thesis

The goal of this thesis is to address the challenges presented above and develop reliable, fast, and
accurate deep learning based Computer Vision (CV) algorithms/models essential for an advanced
automated solar PV monitoring system. To achieve this goal, the following technical tasks are set:

1. Develop a general reflectance extraction and multispectral decomposition network
2. Design an efficient spectral band selection strategy

3. Develop an efficient solar panel segmentation framework

4. Implement an efficient and accurate harmonic fault classification networks

5. Evaluate the system on key metrics, including accuracy, computational complexity, and show
the generalization and practical applications of the proposed methods.



Structure of the Thesis

Figure 3 illustrates the structure of the thesis, its Chapters, their connections, and corresponding
contributions in the overall system.

Introduction (Chapter 1) ]
—W— —»{ Chapter 2 ]—»[ Chapter 3 ]—»[ Chapter 4 J
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Figure 3: Structure of the thesis.

Chapter 1 serves as an introduction. It gives the definition and the motivation of the problem, high-
lights main challenges, sets the goal of the thesis and technical objectives, provides main contributions,
lists the publications in the scope of this thesis, and emphasizes the impact of the thesis.

Chapter 2 aims to develop a generalized multispectral decomposition framework that addresses
critical limitations of existing RGB-to-spectral reconstruction methods. Despite achieving very low
pixel-wise reconstruction errors, current deep learning-based approaches still suffer from poor general-
ization across diverse lighting conditions and varying camera sensors. Besides, they cannot decompose
a variable number of spectral bands, resulting in redundant, blurred, and less informative outputs.
Moreover, they lose crucial details and lack evaluation on downstream remote sensing tasks. To
overcome these challenges, this Chapter proposes Retinex-based spectral reconstruction pipeline.
First, an illumination-invariant enhancement step is introduced, ensuring consistent performance
across diverse real-world scenarios. The step is designed to extract intrinsic reflectance R and scene
illumination L from UAV imagery. Here R contains the materials’ colors and fine textures of the scene
and is invariant to lighting, whereas L is a smooth, single-channel map that captures overall brightness.
According to Retinex theory, an observed RGB image I can be expressed pixel-wise as

I(z,y) = L(=,y) R(z,y), (z,y) € Q. M

The problem is that both L and R are unknown, and it makes this extraction an ill-posed problem:
infinitely many pairs (L, R) satisfy the same product. To find an optimal solution, this Chapter
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Figure 5: FEMST architecture.

introduces an RSD-Net [1], a two-branch network trained on matched low- and normal-illumination
views of the same scene. Next, a developed Frequency Enhanced Multi Stage Transformer (FEMST)
network decomposes 256 spectral bands. Figure 4 gives a high-level view of the proposed pipeline.
Starting from a raw UAV RGB image, the framework proceeds through four sequential modules, each
designed to solve one of the challenges stated above:

1. RSD-Net (Retinex Decomposition). The input image is first fed to RSD-Net, a lightweight
2-branch network that decomposes the scene into an illumination map L and an illumination-
invariant reflectance R. Then we use reflectance for further processing, ensuring that subsequent
stages operate on a physically grounded signal robust to changes in sun angle, cloud cover, or
exposure/camera settings.



2. FEMST Core Network. The reflectance map enters the FEMST network (illustrated in Figure
5). The architecture of FEMST is inspired by, which uses multi-stage visual transformer blocks
to expand the feature dimension progressively. Instead of their Spectral Attention Block (SAB)
we use our proposed Frequency Attention Block (FAB). Learnable frequency attention masks
select informative spectra in the frequency domain, and an inverse FFT returns the features to
the spatial domain. This operation reduces redundant channels and keeps the model simple,
enhancing generalization in data-scarce settings.

3. Adaptive Band Selection. An attention-based scoring block ranks the B output bands and
selects the top K channels (user-specified) for downstream tasks.

The main results in this chapter are the improved quality of reflectance extraction and the better general
decomposition of multispectral bands from RGB images. Strong computer simulations prove the
superiority of RSD-Net and FEMST against other state-of-the-art methods. Key image similarity and
reconstruction metrics (such as PSNR, SSIM, RMSE) are utilized for evaluation. Figure 6 demonstrates
some bands predicted by the FEMST network. For each image, both reflectance and its original RGB
components are used for the decomposition. It is observed that band variability significantly increased
when reflectance is used as an input. Additionally, this chapter proposes an entropy-based (ES)
measure for quantifying spectral information in bands, which is a gap in existing methods. Two

|

~
o
N

Figure 6: Band decomposition results for some band indexes: a) input and reflectance images b)
index 1 ¢) index 5, d) index 10 e) index 15, f) index 25, g) index 30
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Table 3: NTIRE 2022 HSI validation results.

Method Params (M) FLOPs(G) MRAE| RMSE| PSNRT ESt
HSCNN+ 4.65 304.45 03814 0058 2636  0.802
HRNet 31.70 163.81 03476 00550 2689 0812
EDSR 242 158.32 03277 00437 2829  0.845
AWAN 4.04 270.61 02500 00367 3122 03861
HDNet 2.66 17381 02048 00317 3213 0870
HINet 5.21 31.04 02032 00303 3251  0.882
MIRNet 3.75 42.95 0.1890 00274 3329  0.886
Restormer 15.11 93.77 01833 00274 3340  0.887
MPRNet 3.62 101.59 01817 00270 3350  0.890
MST-L 2.45 32.07 01772 00256 3390  0.894
MST++ 1.62 23.05 0.1645 00248 3432 0.903
FEMST (Ours) 1.72 19.9 01405 00197 3512 0912

Table 4: Retinex decomposition results on LOL dataset.

Model PSNR SSIM RMSE MRAE
R2RNet 20.21 0.816 0.115 0.105
Retinex-2021 16.77 0.562 0.248 0.129
Deep Retinex 16.77 0.425 0.275 0.272
KinD++ 21.80 0.829 0.102 0.098

RSD-Net (Ours) 2249  0.845 0.085 0.083

benchmark datasets (LOL and ARAD-1K) are used for the training and comparison of the proposed
2 networks with existing state-of-the-art methods. Tables 3 and 4 summarize the results and show that
the proposed networks outperform existing methods across different metrics.

Chapter 3 creates a Solar Panel Segmentation (SPS) framework, called MSS-Net (Multispectral
Segmentation Network) [2], which is first to utilize Multispectral Decomposition (MD) for the
segmentation task. The MD (from Chapter 2) solves challenges that most segmentation methods
face during remote sensing image analytics. They often fail to adequately consider the intrinsic
physical characteristics of solar panels, such as color and texture, which often translates into false
positive errors. Besides that, remote sensing aerial images commonly have low resolution and various
degradations, which pose a challenge in differentiating small panels from their surroundings. Moreover,
their high computational demands and large trainable parameter size limit real-time applications and
their generalization to different complex scenes. To address these challenges, this Chapter integrates
a multispectral decomposition framework, introduced in Chapter 2. An efficient band selection
mechanism is designed to select the optimal bands, containing rich information about solar panels.
This minimizes the possible false positive errors of other SOTA methods. Moreover, a Chebyshev
Transformation (CHT) layers are introduced and integrated in the network to keep it efficient and
reduce trainable parameters, thus reducing overfitting and generalization errors. Figure 7 illustrates
the architecture of MSS-Net, and Figure 8 shows some bands (j-n), their corresponding weight maps
(c-g), the final guide image (i), and the final prediction of the solar panel mask (h).
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Figure 7: Overall architecture of MSS-Net

) () 0
Figure 8: Band decomposition (c-g) with their corresponding weight maps (j-n), predicted by band
selection module. a) and b) are original image and its reflectance respectively, i) is the combined

guided image and h) is the final mask.

The presented method is validated on three publicly available SPS benchmark datasets (BDAPPV,
PV, and DeepSolar). The comparison of the performance of MSS-Net is made against other meth-
ods, including CNN-based and transformer-based networks, showing that the proposed framework
outperformed all SOTA methods across several key evaluation metrics, while reducing the trainable

parameter size multiple times.
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Chapter 4 solves the main fault classification task in the monitoring pipeline. Existing Visual
Transformer (ViT)s are considered as SOTA models in classification tasks, but have limitations such
as quadratic computational complexity and a large training dataset requirement. As demonstrated
in this Chapter, some redundancy of learned features also arises from self-attention blocks. To
address these limitations, this Chapter aims to develop lightweight and efficient Fast Fourier Trasnform
Power Coeflicient (FFT-PC) and Slant Fast Orthogonal Transformation (SFOT) modules ([3]) to
replace existing self-attention layers of visual transformers, achieving comparable accuracy to vision
transformers while significantly enhancing computational efficiency. In parallel, the Spatial Power
Coeflicient (S-PC) module uses architectural concepts from to enhance edges in the spatial domain,
fusing its output with FFT-PC in the frequency domain.

FFT-PC Module

2D ST ]
(Conv KxK

Learnable Beta Coefs. Leamable Filter

SFOT Module

{Conv KxK
2D IST

Concat and Conv

Conv KxK

Conv Ixl1
Conv Ix1

Conv 3x3
Dep

Conv 3x3

Conv Ix1

]

Figure 9: Overall architecture of MobileFFT or MobileSFOT.

Two new networks are developed based on FFT and Slant transformations, called MobileFFT and
MobileSFOT, which are illustrated in Figure 9. The MobileFFT is based on the FFT-PC module, which
begins by applying a convolution to spatial dimensions to adjust and reduce the channel size of the
input feature map for the frequency transformations. Final output I, is calculated by the following
formulas:

Fs(I)(u,v) = |F(I)(u, v)‘ﬁ(u,v) o J a( (D) (w0) @
Luw(z,y) = IFFT( a(u,v) - Fs(I)(u,v)) 3)

Where arg(F(I)(u,v)) is the phase of the Fourier transform, and | F(I)(u, v)| is the magnitude
of the Fourier transform. Figure 9 illustrates the overall architecture of the FFT-PC block. In the
final step, an additional convolution is used to restore the channel size to its original dimension before
reduction. Similarly, MobileSFOT uses Slant fast orthogonal transformation.

Compared to standard transformer-based attention blocks, the proposed approach achieves ap-
proximately 4 x fewer Giga Floating Point Operation (GFLOP)s (1.26 GFLOPs), ~ 2.5x fewer
parameters (1.45 M), reduced inference latency, reduced Graphics Processing Unit (GPU) memory
usage, and lower energy consumption (as shown in Table 5). This allows near-real-time Central
Processing Unit (CPU) performance with low classification error (Figure 10, Table 6).
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Table 5: Comparison of computational complexities

Model Params. GFLOPS Thrp. GPU Thrp. CPU Energy Power
MobileNetV3 1.50 0.15 98 875 5.17 99.2

EfficientNet 7.70 1.75 48 393 24.30 109.5
DenseNet121 7.00 7.46 37.6 292 31.90 124.5
DaViT-T 27.50 12.94 52.1 419 49.10 1335
GCViT-xxt 11.48 3.90 49 300 30.50 112.0
MobileViT-xs 2.00 1.86 59 420 14.80 121.7
DFFformer-s18 28.00 9.93 24 164 66.40 112.8
GFNet 7.10 10.00 54 345 34.70 121.4
MobileFFT 145 1.59 97 558 9.80 105.4
MobileSFOT 145 1.26 71 506 8.40 102.7
MobileFFT-light 0.70 0.14 194 915 3.40 91.5

MobileSFOT-light 0.70 0.11 168 850 3.20 89.9

Table 6: Quantitative comparison of proposed method against others

ELPV Solar Faulty

Models Acc. Prec. Recall F1 Acc. Prec. Recall F1

MobileViT3 0.826 0.805 0.776  0.788 0.737 0.742 0.719 0.718
EfficientNet 0.829 0.820 0.766  0.784 0.709 0.721 0.691 0.688
DenseNet121 0.862 0.844  0.831 0.837 0.804 0.829 0.782  0.793
DaViT_T 0.833 0.810 0.795 0.802 0.759 0.747 0.747  0.746
GCViT_xxt 0.824 0.795 0.796 0.796 0.743 0.717 0.722  0.719
MobileViT_xs 0.841 0.818 0806 0.811 0.774 0.786 0.752  0.767
DFFformer_s18 0.836 0.834 0.772 0.792 0.743 0.784 0.717 0.734
GFNet 0.823 0.794  0.791 0.793 0.737 0.725 0.703  0.703

MobileFFT-light 0855 0.842 0813 0827 0.758 0.762 0.735  0.748
MobileSFOT-light  0.843  0.829 0.796 0.812 0.769 0.783  0.755  0.812

MobileFFT 0874 0.866 0.851 0.858 0.785 0.809 0.783  0.795
MobileSFOT 0.861 0.847 0.824 0.835 0.828 0.846 0.836  0.840
ROC Curve Precision-Recall Curve Confusion Matrix

1.0 1.0 1 —— PR Curve (AUC = 0.73)
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Figure 10: Results of MobileFFT network on ELPV binary classification dataset. (a) ROC curve, (b)
Precision-Recall curve, and (c¢) confusion matrix.
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Chapter 5 evaluates the generalization and performance of the multispectral decomposition-based
pipeline on other tasks. It proves the practical applicability of the methods in real-world applications.
This Chapter proposes a novel solution (MSSOD-Net) [4] to solve Salient Object Detection (SOD)
problem. SOD aims to identify the most visually prominent objects in images, crucial for tasks like
image segmentation, visual tracking, autonomous navigation, and photo cropping (input and expected

output examples are demonstrated in Figure 11).

Figure 11: Examples of SOD. Input and expected outputs are in the first and second rows,
respectively.

Overall architecture of the proposed pipeline is illustrated in Figure 12. Initially, the RGB image is
enhanced and decomposed into multiple spectral bands, enhancing the representation of salient features
by capturing richer spectral information. Next, the bands containing the most salient information are

- ~
/ MultiSpectral Decomposition®,
Network

el —

Segmentation
Network

Image
Enhancement

Entropy Based
Measure

Spectral Residual
Saliency Detection

Figure 12: Overall architecture and workflow of MSSOD-Net.

Synthetic RGB
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identified and selected using a newly developed entropy-based measure operating in the frequency
domain. A new synthetic RGB image is generated through the chosen bands, emphasizing salient
objects more distinctly than the original input. Finally, a segmentation model processes the fused input
(original and synthetic RGB), significantly improving the accuracy and reliability of salient object
segmentation, especially in complex remote sensing scenarios.

To efficiently identify the most informative spectral bands, for each block B;; of the image (with
1=0,1,...,H—1landj =0,1,...,W — 1, where H and W are the image’s height and width), a
Fourier transform is performed to obtain the DC and AC components:

F;; = FFT(B;;), F;I" = FFTShift(F;;).

DC;; = {F;j}}ift(a 0)‘5’ AC;; = Z Z’Fshnﬂ a.

z=1y=1

« and S coefficients are selected experimentally at 0.6 and 2, respectively. A probability value pf] is

computed from the ratio of the AC and DC components from the k-th band:
o= B
Y ACH +DCE

Finally, we compute the entropy-based band selection measure H for each band k using the
following formula:

Hy; = 20(—pi; log(pi))-

N O S

(@ (b) (c) (d) (e) U 9

Figure 13: Comparison of MSSOD-Net with others. (a) input image, (b) SRS, (¢) GCR, (d)
DeepLabV3, (e) GCANet, (f) MSSOD-Net, (g) ground truth.
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Comprehensive experiments on publicly available benchmark datasets validate the superior perfor-
mance of MSSOD-Net compared to state-of-the-art approaches. Visual comparison of the proposed
framework with other methods is presented in Figure 13. On the contrary, MSSOD-Net has success-
fully detected the salient objects and has better boundaries than others, which have unclear object
boundaries, false positive detected pixels, and miss some parts of the objects. The experiments demon-
strate that the proposed multispectral decomposition method effectively generalizes to a broader range
of remote sensing applications beyond solar panel monitoring tasks.
Chapter 6 concludes the thesis and summarizes the results and key contributions.

Contributions of the Thesis

The key contributions of the proposed methods and frameworks are:

1. Introducing a novel Multispectral Decomposition (MD) framework featuring RSD-Net and
FEMST for reflectance extraction and multispectral decomposition.

2. Developing MSS-Net, the first multispectral decomposition and Chebyshev transformation-
based segmentation pipeline.

3. Proposing lightweight transformer modules based on harmonic transforms instead of self-
attention layers in visual transformers, significantly reducing computational complexity, energy
consumption, and redundant information in transformers.

4. Extensive benchmarking demonstrating the superiority of developed frameworks across perfor-
mance and precision key metrics compared to existing state-of-the-art models

Practical Contributions of the Thesis

The methods proposed in this thesis have been practically applied and validated through extensive
experimental evaluations, confirming their real-world utility in two key domains:

1. The proposed RGB-multispectral decomposition and harmonic networks were applied to UAV-
based remote sensing tasks, specifically salient object detection (SOD) [4]. Rigorous experi-
mentation on publicly available UAV imagery benchmark datasets (such as EORSSD) confirmed
the methods’ effectiveness, efficiency, and ability to surpass existing state-of-the-art algorithms.

2. The newly developed Retinex-based decomposition network was successfully employed for
practical low-light and nighttime visibility restoration [1]. Experiments conducted under
realistic conditions clearly demonstrated significant visibility improvements, establishing the
network’s superiority over traditional and contemporary state-of-the-art visibility enhancement
methods.

This thesis addresses real-world problems approved and funded by the FAST Foundation under the
ADVANCE Research Program, in cooperation with the Higher Education and Science Committee of
the Republic of Armenia (Project No. 25FAST-1B001).
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Potential Application Domains

This thesis makes a strong contribution to industry and academia by presenting a general framework
that extracts multispectral-level insight from an RGB camera. Besides the main problems this thesis
addresses, it can impact other domains as well:

1.

Bridges, pipelines, and power-line corridors and other structures can be surveyed in a single
pass with a low-cost camera.

. In agriculture, UAVs can map water deficits, dry areas, yield variations, plant diseases, and

animals. The system can easily detect and segment every category of interest using multispectral
bands.

. Military applications have tasks that rely on night-vision, infrared, or near-infra-red (NIR)

imagery. The proposed methodology can enhance low-light scenes and extract infrared-like
bands from the multispectral decomposition.

. In computer vision research, a paired RGB-multispectral dataset can be generated for training

and benchmarking.

. Biotech and healthcare can benefit from the proposed framework by getting spectral channels

from standard microscopes. This can be combined with automatic segmentation in tissue and
cell studies.
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Udthnthnud
<wjy Unuwlyh Fwuwwpjwu
Uplwjhtu Mwubjubpp dbppndnipjuu Pupbjwynidp Ogunwugnpéting RGB-hg
Unyuinpuylunpwy Spnhnud b Kwpdnupl Swugbp

UWluwwnwupp  udhpyws Lk wpliwjht wwubjubkpp wywndwwnwgywsd
donwnhunwpldwup' ogunwgnpdting RGB wwuwybpubiph dnynhuwblupw) wmpnhnud b
hwpunuhy gwugtip: Uu ninnwd £ wuonwsnt pngnn uwpptipny (WGU) hpwlwuwgynn
nbuwhuldwu gnpdpupwgh wpryniuwybinnugywt, dogpunniejut U Yhpwnbijhnipjwu
qquih pwpbjwydwup:

Uzluwwnwuph wpnhwwunyeyniup wwjdwuwynpwsd £ wju thwuwnnd, np wpliwjhu
wwububph owhwgnpddwt pupwgpnd wnweowgnn pwqdwphy fuunhpubiph (thnoh,
6binptip, vhwgdwtu fuwthwunwfubip, uwngbpubpn) hwjnuwptpnup W Jbpindniegynitup
pwnn gnpdpupwg k, hugsp hwugbgunid £ qquih tubipgbitnhy Ynpnwuwnubiph: Uhug wydd
Yhpwnynn dbpnnubpp  (Jwpnyuiht  Jpwhuynud,  ubplunnigqud  ubuunpuwihu
hwdwlwpgbp, WMEU-ubp) nubt pwqdwehy pbpnyeniuubp’ pwpdp ghu, gwdp
wpuwgntentu b yté ufuwjwup:

Upluwwnwuph hpdfuwluwt twyuwwwlu b dowytp wpryniiwybin, wpwg W hnwwih
funppwjht nwnigdwu nbunnuywu wignphpedutn, npnup wwwhnynd Gu wpliwhu
wwubjubph  wywndwwn  dunwnhnwpydwu  pwpdp  Jwiwpnuy'  hwnpwhwpbinyg
gnnientu ntubignn dtipnnutinh uwhdwuwthwynifubipp:

Qhunwwi unpnypp L hhduwlwl néywsd fuunhpubpp hbnbywu Gu*

1. Unwownlytii £ RSD-Net unp tipyéynin guug, npp Ywwnwpnw £ RGB wwwnlytiphg
wpunwgndwt  Yndynubunh  wnwuduwgnud:  Uunthbinbl juwwpynd |
wpuwgndwu wwwnlybphg dnyuhuyblywnpw  gninpubipp wpnthnud:
Unywhuwytiypw) wpnhdwt  hwdwp  oquwgnpdytiy £ FEMST gwug, npp
wwpniuwynd £ duwihnfujwsd dnipjth duwihnfuniygjwu hhdwu ypw nunigwuynn
unp pinyubp:

2. Upwlytp E MSS-Net dnyuhuybupw; hwnjwdwynpdwu (segmentation)
wignphpd' 2ipholh duwiinfuniejwu W gnunnhubiph puwnpnieywl unp Uafuwuhquny,
npp qquwihnpbiu bjwgbgunid E Yend-npuwlywi ufuwjwupp:

3. Unwowplyyty Gu MobileFFT L MobileSFOT hwpdnupy guwugbp' hphdudwd

hwéwhwlwuniypjwu nhpnyend wofuwnnn unp nbunnuwt «nRwipNLRyWL»
dbjuwupquubiph (attention mechanisms) ypw, npnup qquihnptiu Ypbwwnnwd Gu
gnjnipnu niutignn wpwuudnpdtiputip dnnbjutph hwoywplywihu b wignphpuhy
pwpnnueyniuubpp,  huswbu  twl  hgnpnugywu U tubpghwih - dwuubpp'
wwhwwubiny pwnpap Gagpunniniu:
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4. Lbpnpdby £ unp Eunpnyhwyh Jpw hpdujws puinpnigjw gnighg, npp ey £
nwjhu  wdwnndwwn  Yepwyny  punplp wnwdb wbnblunduwluu - gnnpubp'
dnywnhuwtyunpw) tnpnhdwu wpnyniuputiphg:

5. 8nyg £ wpdbp  wnwgwplydnn  wignphpdubph - wdpnnowlwl - onRwh
punhwupwgdwu Ywpnnnigyniup wy) fuunhpubipnud, npnup Yhpwnynud Gu UGU-
tpny hbnwquudwu dbg:

Uzfluwwnwuph Yhpwnwluts wpryniupubp

Wu pbgnud wnwewnyynn dtpnnubipp gnpdtwlwunud Yhpwndb) b uybpwgyb) Gu
(wjuwdwyw| thnpdwpwpwlwu quwhwwnufubph dhongny' hhduwdnpbing  npwug
Yhpwnbithnigyniu nt wpryniiwybnnyeniup hpwlwu ywydwuubpnid.

e Unwowpyynn RGB-dnyunhuwbtiyinpwy wnpnhnwfu nu hwpdnuhy ubjpnuwihu
guwugbipp gnpduwlwuntd Yhpwnyby Gu UrGU-tiph Ypw hhdujwsd hbnwquudwu
fuunppubpnut® dwutwynpwwbu wsph pulunn opjtlwnubiph hwynuwpbpdwu
(SOD)  wnwywnpwupnwd:  <wupwiht  hwuwubh  UGU  wwwlbpubph
wnjwiubph  hwjwpwsdniubph  (oppuwl' EORSSD) Jpw  hpwlwlwgqwd
thnpédwpynwiubipp hhduwynpbi Gu wnwownpyynn dtipnnutiph
wpryniuwybinnyeniup,  wpnwnpnnulwungegniup bW gnjnegnitt nitubignn
dwdwuwlwlhg wignhphpdubphu gbipwquughbnt Ywpnnntejniup:

e Retinex wbunipjwt Jpw hhduws unp dowyjwsd wpnhdwu gwugp
hwonnnipjwdp  Yppwnyty £ pnyp  nuwynpnippuu b ghobpwht
wnbuwubjhnypjwtu Jtpwywugdwu fuunhpubpnud: Ppwlwt wwydwuubpnud
Yuwuwwpyws thnpdwnpynudubipp hunwy wpdwuwgptp Gu - wnbuwubjhniejwu
onpwthbh  pwpbwynid'  hwuwnwnbingd  gwugh  wnwybngniup  huswbu
nwuwywu, wjuybu b dwdwuwlwyhg wbuwubihnpwt  pwpbjwddwu
dbpnnubtiph ujwwndwdp:

Skjuupyulwu ghunmpymuubph pbluwsénth ghnwywu wunhbwuh unwgdwu
hwdwp ubpluywgynn  wwbtwjununpyuu  hpfuwlwa  wpymupubpuy  m
ubpnpnufubpp wwwhnynd BU wpliwihu wwubjubph dounwnhwnwpydwu ninpuinid unp
npwyh  wynndwunwgywd Jbpndnienit’ gbpwquugbing  dhus  wydd  gnjnueyniu
niutignn dbpnnubpp huswbu 6ogpwninipjudp, wjuwbu b wpwgnipjwdp b gnpduwlwu
Yhpwnbijhnipjwdp:
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3akioueHue
T'acnapsi Aiix ApHakoBUY

VYayuiuienue aHaaU3a COJHEYHBIX MaHeell ¢ MOMOUIbI0 MHOTOCNIEKTPAIbHOMI
Aexomno3uuuu RGB u rapMonnyeckux cereii

PaGora nocBsimeHa aBTOMAaTU3HMPOBAHHOMY  MOHUTOPDHHTY  COJHEYHBIX IaHeled ¢
UCTIONIB30BAaHUEM MYJBTHCIEKTpAIbHON JexoMo3uuun RGB-n3o0paxeHnid 1 rapMOHUYECKUX
cereil. [{espro nccenoBaHms SIBISETCS CYNIECTBEHHOE TOBBIMICHUE Y (HEKTUBHOCTH, TOYHOCTH 1
MPAKTUYECKOH  NPUMEHUMOCTH  BHUJICOMOHHMTOPHHIA,  OCYIIECTBISIEMOIO C  IIOMOILBIO
OecrIIOTHEIX JeTarenbHbIX anmnaparos (BILIJIA).

AKTyaJIbHOCTH PaboThbl OOyClIOBIEHA TEM, YTO OOHApY)KEHHWE M aHAJIU3 MHOTOYHCIICHHBIX
ne(eKToB, BOSHUKAIOIINX B MPOLECCe HCIOIb30BaHHs CONHEYHBIX MaHeNnel (TakuxX Kak MbLIb,
MHKpPOTPCLIMHbI, HAPYILICHHUSI COCAMHEHHH, 3aTCHEHHE), TIPEICTaBIeT co00il CIIOKHYIO 3a1ady,
HaNpsIMYIO BIUAIONIYIO Ha 3G ()EKTHBHOCTb UX PAOOTHI M IPUBO/ISIIYIO K 3HAYMTEIEHBIM HOTEPSIM
sHeprun. CyIIecTBYIOIIME Ha CErOAHSIIHMI JIeHb METOAbl MOHHUTOpHHra (pydHOil ocMoTp,
BCTPOCHHBIE CEHCOPHBIE CHCTeMBI U ucnonb3oBanne BIIJIA) obGnagaroT psaoM orpaHnYeHUil n
HEJIOCTAaTKOB: BBICOKAsi CTOMMOCTb, OTPaHHYEHHAsl CKOPOCTH pabOThl, HU3Kasi TOYHOCTh W APYTHE
HEOCTATKU.

OcHoBHasi Ueab padoTbl — pa3paboTka SPPEKTUBHBIX, BBICOKOCKOPOCTHBIX W HAAEKHBIX
BU3YaIBHBIX ~ QJITOPUTMOB INyOOKOro OOy4eHHs, OOECICUYMBAIONINX BBICOKHUH  YPOBEHBb
ABTOMAaTH3UPOBAHHOTO MOHHMTOPHMHIA COJHEYHBIX IaHENeH M CIOCOOHBIX IIPEoJoJIeBaTh
OTPaHNYEHHS CYIIECTBYIOIIUX MOAXOIO0B.

Haquaﬂ HOBHU3HA U OCHOBHbLIC PCIICHHDBIC 3a/1a4H1 3aK/JII0YAI0TCA B CJICAYIOLIEM:

1. IIpemnoxena HoBas aByxBeTBeBas ceTh RSD-Net, BEITOMHSIOMAs BBIICICHHE KOMIIOHEHTHI
orpaxerns n3 RGB-m300paxxenns. 3aTeM BBITOIHACTCS MyIBTHCIIEKTPAIBHOE PA3IOKEHHE
n300paKeHUss OTpaKeHWSI Ha KaHamel. [T MYIBTHCHEKTPANTbHOTO  PA3TIOXKECHHS
ucrnonszoBaHa cetb  FEMST, copmepxamias HOBele oOydaeMble OJNOKM Ha OCHOBE
MOAUGMUITMPOBAHHOTO TIpeoOpasoBanus Dypre.

2. Pazpaboran anropuT™M MyJBTHCIIEKTPAIFHON cerMeHTanun (segmentation) MSS-Net c
HOBBIM MEXaHM3MOM BBIOOpa KaHAJIOB Ha OCHOBE INpeoOpazoBaHus YeOwlmieBa, KOTOPBIi
3HAYUTENBHO CHIKACT KOJIMYECTBO JIOKHOIOIOKHUTEIBHBIX OIIHOOK.

3. IIpennoxens rapmonnueckue cetu MobileFFT u MobileSFOT ¢ HOBbIMH BU3YyaJbHBIMU
MexaHn3MaMH «BHHMaHHus» (attention mechanisms), paboTaromuMy B 4aCTOTHOH obnacTH,
KOTOpHIC 3HAYUTENILHO COKPAIAIOT BBIYUCIMTEIBHYIO M aJTOPUTMHYECKYIO CIOXKHOCTH
CYIIECTBYIOIINX TPAHC(HOPMEPOB, a TAKXKE 3aTPaThl MOIIHOCTH M SHEPTHH, COXpaHSSI IpH
9TOM BBICOKYIO TOYHOCTb.

4. BHeapeH HOBBIM KpUTEPHil BHIOOpA Ha OCHOBE 3IHTPOIMM, TTO3BOJISIONIMN aBTOMATHYECKU
BbIOMpaTh HambOojee WH(OPMATHUBHBIC KaHAIbl M3 PE3YJIbTATOB MYJIBTHCIEKTPAIBLHOTO
pa3IoXKeHusl.

5. IIpomemoHcTpHupoBaHa 00001I2€MOCTh IIOJHON LEMOYKH HMPEAJOKECHHBIX aJrOPUTMOB Ha
JpyTHe 3a7a4u, IPUMEHsAEMbIEe B AUCTAHIIMOHHOM 30HIUPOBaHUH ¢ omoiubio BITIA.
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IIpakTH4eckue pe3yabTaThbl padoThI

Mertozsl, IPEIOKEHHbIE B 3TOM AMCcepTaluu, ObUIM MPAKTUYECKH NMPUMEHEHBI U MPOBEPEHBI
MOCPEJCTBOM OOMIMPHBIX 3KCHEPUMEHTAIbHBIX OLIEHOK, IMOATBEPXKAAIONIMX WX peanbHYyIo
TIOJIE3HOCTD B JIBYX KITFOYEBBIX 00JTACTsIX:

e  [lpennoxxennsie RGB-MynbTUCTIEKTpanbHAs AEKOMIO3UIUS U TapMOHHYECKHE CETH Oblin
MIPUMEHEHH! K 3a7jayaM JHCTaHLIMOHHOTO 30HAMpoBaHus Ha ocHoBe BILJIA, B wacTHOCTH, K
oOHapyxeHHUI0 3aMeTHBIX 00bekToB (SOD). CTporue 3KcHepUMEHTHl Ha OOIIETOCTYIHBIX
Habopax OaHHBIX 3TaNOHHBIX H300pakeHuit BITJIA (takux xak EORSSD) moarepmumu
3¢ PEeKTUBHOCTD, AEHCTBEHHOCTh U CHOCOOHOCTh METOIOB NPEBOCXOAUTH CYIIECTBYIOIINE
COBPEMEHHEIE aJITOPUTMBI.

e HenaBHo pa3paboTaHHas ceTh JEKOMIIO3MIMH Ha OCHOBe Teopuu Retinex ObDTa ycHenrHo
HCIIOJB30BaHa JUIsl TPAKTHIECKOTO BOCCTAHOBIICHNS BUIIMMOCTH IIPH CIIa00M OCBEIIEHHH U B
HOYHOE BpeMs. OKCIEPHMEHTHI, NPOBEICHHbIE B PEATMCTUYHBIX YCJIOBHAX, HADIAIHO
MIPOAEMOHCTPHPOBAIIN 3HAYUTEIBHOE YIydIIeHHE BUAUMOCTH, YCTAHOBUB IIPEBOCXOJCTBO
CeTW Haj TPAOUIMOHHBIMA U COBPEMEHHBIMH COBPEMEHHBIMU METOJAMHU YIIydINCHHS
BUIUMOCTH.

OcHOBHBIC pe3y/bTaThbl U HAYYHBIH BKJIAJ JUCCEPTALMM, NPEACTABICHHONH Ha COMCKAHHe
Y4EHOIi cTeNmeHH KaHINIaTa TeXHNYeCKHX HAyK, 00eCIeUnBalOT KaYeCTBEHHO HOBBI YPOBEHb
ABTOMATH3MPOBAHHOTO aHAIN3a B 0OJACTH MOHHTOPWHIA COJHEYHBIX MaHENeH, PEeBOCXOIIINI
CYIIECTBYIOIIE METOIbI IO TOYHOCTH, CKOPOCTH 00pabOTKH M MPAKTHIECKOIT IPUMEHUMOCTH.
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